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Abstract. In the industry 4.0 era, the Smart Energy System (SES) should 
be able to address the emerging challenges of digitization and socio-
economic/ecologic transition along with other critical entities of the 
society. However, because of the complexity of this system, both 
researchers and practitioners are seeking an agile and smart solution. The 
main motive of this review is to investigate the applications and 
implementation of Digital Twin (DT) in the provision of energy services. 
Research Questions (RQ) of this study include: RQ1: What are the 
applications of DT in SES and how effective is DT in that use case of 
EIoT? RQ2: Which issues of an SES can be addressed efficiently by using 
DT?  Through answering the mentioned questions, the current study is 
heading to following objectives (O), O1: Describe the state of the art of DT 
in SES. O2: Develop a direction for energy 4.0 management through 
listing the applications, challenges and important factors of implementing 
DTs. O3: Provide a list of various approaches in employing DT in the 
scope of SES. The current study is a systematic literature review (SLR), 
based on SCOPUS, WOS and IEEE digital libraries. Two keywords 
(namely “Digital Twin” and “Energy Systems”) have been first used. To 
achieve the final list of articles, 2 levels of screening have been conducted. 
The first Screening was based on the relevance of the results concerning 
research objectives. The second screening was an abstract study. The 
exclusion/inclusion criteria in the abstract study were based on the research 
questions. The papers that have the potential of answering one of the 
research questions have been included. Since the implementation of DT is 
a rather new topic, both backward snowballing and forward snowballing 
strategies are implemented to finalize the article selection phase. 60 articles 
identified by searching through scientific databases and 11 articles have 
been appended to the list during the snowballing process. The results of the 
current review provide a managerial guideline for practitioners that are 
heading to utilize DT, along with an anthology of DT within SES scope to 
feed possible future studies. 
Keywords: Digital Twin, Energy System, Smart Energy System, Power 
Systems, Energy Internet of the Things, Internet of the Things, Industry 4.0 
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Acronyms: Digital Twin (DT), Energy Systems (ES), Smart Energy System (SES), Energy 
Internet of the Things (EIoT), Internet of the Things (IoT), Cyber-Physic-Social Systems 
(CPSS), Artificial Intelligence (AI), Machine Learning (ML), Decision Support System 
(DSS), Phasor Measurement Unit (PMU), intermittent renewable energy sources (IRES), 
Virtual Energy Storage (VES), Virtual Energy Storage System(VESS), Internet Protocol 
(IP), Human-Machine Interface (HMI), Machine to Machine (MtoM), Communicational 
artificial intelligence (AI) Mean (C-AI-M), finite element methods (FEM), computational 
fluid dynamics (CFD), Graphical User Interface (GUI), Historical Recording and Database 
(DB), State Estimation (SE), Model Data Management (MDM), Contingency Analysis 
(CA), Static Security Assessment (SSA), Power Flow (PF), Short Circuit Current (SCC), 
Wide Area Monitoring, Protection and Control (WAM, WAP and WAC), Dynamic 
Security Assessment (DSA), Phasor Data Processing (PDP), Protection Security 
Assessment (PSA), System Integrity Protection Schemes (SIPS), Dynamic State Estimation 
(DSE) 

1 Introduction  
Industrial systems are the backbone of economy [1–3]. However, economic activities 

within industrial domain are providing societies with opportunities and risks at the same 
time [4–7]. These risks are mainly menace environment, and society members. Since 
current study domain is energy systems, we take energy production supply chain as an 
example. Considering traditional energy production, the power plants need fossil fuel to 
produce energy. Extracting fossil fuels and mining is a contaminant technology [8–11]. 
Transporting the fuel causes CO2 emission and other environmental contaminations by 
means of transport [12–14]. And finally, the customers demand has a direct influence on 
the necessity of production amount in which effect the volume of previously mentioned 
environmental risks. The whole system components are usually in real-time communication 
to make decisions and IT technology facilitate this communication means [15,16]. This is 
the reason to consider Energy System as Cyber-Physic-Social Systems (CPSS). In such a 
system, the individual entities should work as a whole to decrease the socio-ecologic risks 
of entire system. 

On the other hand, competitiveness of the markets is increasing, and producers are 
imposed to necessity of increasing efficiency and decreasing costs. Natural disasters threats 
are crucial in this sector. Since Energy Systems (ES) should continuously stay in action to 
provide society with a vital consumable, ES is counted as critical entity [17]. Therefore, its 
security and safety matter. All these facts caused the raise of the necessity of making the ES 
Sustainable and Resilient [18]. The industry 4.0 provided a solution to guarantee the 
Sustainability and Resilience of the ES [19–22].  

The fourth industrial evolution of ES resulted in developing Smart Energy System 
(SES). In such a smart system, the sensors collect data and send to centralised Decision 
Support System (DSS). DSS uses Artificial Intelligence (AI) and Machine Learning (ML) 
algorithms to make crucial real-time decisions. Machine-to-Machine communications 
facilitate the DSS to send commands to the machineries and control actuators to place the 
orders. IoT has further enhanced the capabilities of decision making starting from sensing 
physical entities [23–25]. In SES specific domain it is called EIoT[26–28]. To bring the 
decisions of DSS in action a new concept introduced as Digital Twin, which includes the 
digital replica of entire system (both Cyber side and Physical entities)[29–31].  
Nevertheless, Digital Twin (DT) is yet under study and not practically mature. This is the 
main reason of current study to identify the potentials, gaps and applications of DT to 
empower EIoT. The main objectives (O) of this study are set in 3 directions: O1: Describe 
the state of the art of DT in SES. O2: Envision some directions for energy 4.0 management 
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through listing the applications, challenges and important factors of implementing DTs. O3: 
Provide a list of various approaches in employing DT in the scope of SES. To reach the 
objectives two Research Questions (RQ) are considered as following: 

• RQ1: What are the applications of DT in SES and how effective is DT in that use case 
of EIoT?  

• RQ2: Which issues of an SES can be addressed efficiently by using DT? 
Then General Literature review has been done to provide knowledge on main concepts 

and finally a Systematic Literature Review SLR has been performed to extract the answer 
for research questions from existing literature. In the following subsections, the three main 
concepts SES, EIoT and DT are introduced. Then the Methodology of SLR will be 
explained in detail. In Section 3 the results of SLR will be reported and discussed. Finally, 
the conclusion of current study is listed in Section 4. 

Table 1. Setting Word’s margins. 

Margin mm 

Top 24 

Bottom 16 

Left 20 

Right 20 

1.1 Smart Energy System in Literature 

Energy providing systems include both electricity and thermal energy types. The 
systems that provide this energy resources are vital for a society to function properly[32]. 
So, it is crucial to increase the reliability of energy production, transmission and 
distribution chain. To control the cost of the whole system, the efficiency of the 
components and entire system should be maximized. On the other hand, most of the energy 
has been still producing in combustion-based plants [33]. Therefore, in traditional energy 
production plans, the optimization of process is important to reduce the emission and fossil 
fuel consumption [34].  

Looking from cutting edge technology lens, different aspects of energy systems can 
improve. Taking advantage of renewable energy resource is sharply increasing [35]. The 
price of energy forced many end users to provide simple renewable energy plant for their 
individual uses[36]. Tremendous resources are ongoing on energy storage technologies. 
And last but yet important, new energy sources and technologies are developing. 
Considering all of these aspects, physical models of the energy systems are very complex. 
And the complexity increases when the novel concepts are brought in practice like Virtual 
Energy Systems [37,38], Hybrid Production[39–41], Multi directional energy 
production[42] etc. Physical models are incapable effectively used for monitoring, control, 
and manage these complex systems. In this situation, AI comes in action and data-driven 
models are used to make the system autonomous, and efficient to function [43]. 

Smart Energy Systems (SES) are complex energy systems which lay operations on data-
driven models. For instance, the data are provided by EIoT system and smart sensing 
systems like Phasor Measurement Unit (PMU) [26,44].  

In SES energy can flow in both directions from main energy producer to energy grid 
and to individual users, or from individual users as small producer to the main grid. In this 
case a building with a solar panel can take the energy from the main grid and sell the 
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energy to main grid when the production of solar panel is more than the consumption in the 
building [45–47]. The bidirectional flow of the energy is controlled by a control center 
which is the brain of the whole system and make it smart.  

On the other hand, the production of renewable energy is fluctuating because of the 
nature of renewable resources. In some cases, because of high oscillation, intermittent 
renewable energy sources (IRES) are not usable [48]. But scheduling and predictions that a 
smart system makes, provides the possibility of take advantage of a big part of renewable 
energies which are non-dispatchable without the support of artificial intelligence. SES also 
facilitate the traditional Energy Storage and Virtual Energy Storage (VS) concept in 
practice [49–52]. Without help of AI, planning for virtual storage and energy retrieve from 
VES System (VESS) is very laborious in small scale and impossible in big scale[52–54]. 

1.2 EIoT in Literature 

Energy Internet of things (EIoT) is a application of Internet of things (IoT) in energy 
systems. Similar to its parent technology (IoT), EIoT is a complex system that has Cyber-
Physical-Social System (CPSS) components [55–58]. In EIoT, the Thing is a physical set 
that operates in order to provide a service or product. Physical entities of EIoT include all 
machineries, actuators, computers and even incorporated sensors[59]. The physical entities 
are in uninterrupted communication. This communication is facilitated by internet through 
assigning an Internet Protocol address (IP) to the things [60,61]. The data transmitted on the 
network are collected by sensors and it is about the state of the thing, or command signals 
to set an order to machine and actuate a function[61]. These orders are decisions made by 
data-driven DSS and AI algorithms. The software is the brain of the system and the cyber 
part of CPSS. This kind of communication is Machine to Machine (MtoM) communication. 
But the CPSS need to be administered and controlled by operators. So, the system needs 
Human-Machine Interface (HMI). On the other side, the end user’s energy consumption 
needs to be taken in consideration in decisions. AI plays the demand prediction role too 
[62–66]. The end user’s consumption patterns play the exert social effect in CPSS.  

EIoT of State Grid Corporation of China, and EU-funded Sharing Cities project 
(SHARING CITIES) applied in England (Greenwich) are examples of bringing EIoT in 
action[67,68]. Despite, the researchers and practitioners try to bring EIoT in action but still 
there are big challenges in practice and some researchers question the feasibility of IoT in 
such a complex system.  

The cost of the sensors in such a big system is very high. Some of these sensors needs 
high initial investment and even if self-optimizing sensors are growing, still many sensors 
need regular checks and periodic calibrations [69,70]. Connectivity is the biggest challenge 
that researchers are trying to deal with. Real time simulation of system needs high speed 
data transfer and very powerful algorithms to execute data-driven models and machine 
learning algorithms using big data, and powerful processors and hardware to handle the 
computations[71–74].  

Integrating the system and using cloud platforms is an efficient way to place the cyber 
parts of EIoT but could usage have its own risks too[75–77]. On the other hand, ML usage 
is very delicate approach particularly in critical infrastructures. An example of issues 
derived from data-driven models’ usage are problems with biased data [78]. Regarding the 
authors experience, the available data in ES is usually the data created during the system’s 
functioning. Moreover we face with lack of data in case of failures. Using such a database 
can cause problem during training the ML algorithms[79–81]. The last but yet important 
challenge of EIOT is the lack of Communicational artificial intelligence (AI) Mean (C-AI-
M). In IoT we can see the advancements in Conversational artificial intelligence (AI) like 

Alexa, Cortana, and Siri. But in industrial milieu, particularly in ES, no CAIM has been 
developed, and possible HMIs are under study. 

1.3 Digital Twin in Literature 

Digital Twin (DT) is a virtual reproduction of a physical entity. It is used in NASA for 
first time to design the spacecrafts. There is no common definition of Digital Twin in the 
literature; however, in the following we will mention the most cited definitions. 

In manufacturing sector, DT implementation is growing sharply. Grieve claim DT in 
manufacturing has three main elements: physical entity, its virtual representative and the 
data. Data is the pivot point that connect the physical and virtual entity [82,83]. Its 
application is in product design and smart manufacturing[84–86]. For instance, in lifetime 
and fault prediction in a aircraft, DT uses probabilistic data as input and finite element 
methods (FEM) and computational fluid dynamics (CFD) to predict the behavior of 
Physical entity[86–90].  

Notwithstanding, in other applications, the predictions are based on big data analytics 
[85,91,92]. In Systems Engineering and particularly Cyber-Physical Systems the common 
general definition is slightly different and emphasize the synchronized link between two 
entities. The definitions that highlight the data analytics is reported in Tab. 1. 

Table 1 The Selected definitions of Digital Twin according to the scope and application 

Scope 

Application 

Definition Ref. 

Manufacturing 

“DT is very realistic models of the current state of the 

process and their own behavior in interaction with their 

environment in the real world”  

[93] 

Data-Oriented 

modeling 

"Coupled model of the real machine that operates in the 

cloud platform and simulates the health condition with an 

integrated knowledge from both data driven analytical 

algorithms as well as other available physical knowledge”  

[94] 

Cyber-Physical 

Systems 

“Digital Twin, which links the physical system with its 

virtual equivalent can mitigate these problematic issues”  

[95] 

“The Digital Twin (DT) is meant as the virtual and 

computerized counterpart of a physical system that can be 

used to simulate it for various purposes, exploiting a real-

time synchronization of the sensed data coming from the 

field”  

[96] 

“Digital Twin, requires a cloud-based solution to ensure a 

near real-time processing”  

[97,98] 

Different applications are reported for DT in literature, life prediction [86], supply chain 
simulation [99], safety and reliability [30], quality control/improve [100], maintenance 
[101–105], urban administration [106], building lifecycle [107,108], uncertainty 
management [95], decision science [109], material science [110], cloth industry [111], 
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Alexa, Cortana, and Siri. But in industrial milieu, particularly in ES, no CAIM has been 
developed, and possible HMIs are under study. 

1.3 Digital Twin in Literature 

Digital Twin (DT) is a virtual reproduction of a physical entity. It is used in NASA for 
first time to design the spacecrafts. There is no common definition of Digital Twin in the 
literature; however, in the following we will mention the most cited definitions. 

In manufacturing sector, DT implementation is growing sharply. Grieve claim DT in 
manufacturing has three main elements: physical entity, its virtual representative and the 
data. Data is the pivot point that connect the physical and virtual entity [82,83]. Its 
application is in product design and smart manufacturing[84–86]. For instance, in lifetime 
and fault prediction in a aircraft, DT uses probabilistic data as input and finite element 
methods (FEM) and computational fluid dynamics (CFD) to predict the behavior of 
Physical entity[86–90].  

Notwithstanding, in other applications, the predictions are based on big data analytics 
[85,91,92]. In Systems Engineering and particularly Cyber-Physical Systems the common 
general definition is slightly different and emphasize the synchronized link between two 
entities. The definitions that highlight the data analytics is reported in Tab. 1. 

Table 1 The Selected definitions of Digital Twin according to the scope and application 

Scope 

Application 

Definition Ref. 

Manufacturing 

“DT is very realistic models of the current state of the 

process and their own behavior in interaction with their 

environment in the real world”  

[93] 

Data-Oriented 

modeling 

"Coupled model of the real machine that operates in the 

cloud platform and simulates the health condition with an 

integrated knowledge from both data driven analytical 

algorithms as well as other available physical knowledge”  

[94] 

Cyber-Physical 

Systems 

“Digital Twin, which links the physical system with its 

virtual equivalent can mitigate these problematic issues”  

[95] 

“The Digital Twin (DT) is meant as the virtual and 

computerized counterpart of a physical system that can be 

used to simulate it for various purposes, exploiting a real-

time synchronization of the sensed data coming from the 

field”  

[96] 

“Digital Twin, requires a cloud-based solution to ensure a 

near real-time processing”  

[97,98] 

Different applications are reported for DT in literature, life prediction [86], supply chain 
simulation [99], safety and reliability [30], quality control/improve [100], maintenance 
[101–105], urban administration [106], building lifecycle [107,108], uncertainty 
management [95], decision science [109], material science [110], cloth industry [111], 
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project management [112], robotics [113,114], sustainable development [115,116]. 
However, in current study will focus on Energy systems. Energy system is a kind of 
complex system which also count as a critical infrastructure of a nation. 

2 Methodology 

The current study is a systematic literature review (SLR). After defining research questions, 
advanced strings are employed to search related articles in digital libraries. The digital 
libraries used in this SLR are including SCOPUS, Google Scholar, Web of Science, and 
IEEE. Then during SLR process, empirical evidences extracted and summarized regarding 
pre-specified eligibility criteria. The process of performing this SLR is as following: 

1. Setting the scope of the study and main objectives -Three main objectives O1-3 
are listed in introduction-.  

2. Setting the Research Questions-Four main objectives RQ1-4 are listed in 
introduction-.  

3. Choose the scientific databases to perform the primary search.  
4. Choose keywords regarding the RQs and scope. 
5. Set inclusion criteria as following: 

a. Only English Documents 
b. Peer Reviewed Documents 
c. Full Articles, Books, Reviews 
d. Articles that pregnant for potential answer for the RQs 

6. Create research queries and make the primary list of articles. (70 articles 
selected-After duplication check 60 articles remained) 

7. First Screening: Abstract read (13 article excluded) 
8. Second Screening: full paper Skimming (21 article excluded) 
9. Snow balling: forward and backward (11 articles was added to list) 
10. Full paper deep read of the articles to collect information. (37 articles) 

Regarding the above-mentioned process, Step 1 and 2 is detailed in introduction. The 
advanced search in step 6 provided 70 articles searching through the digital libraries that 
are selected in Step 3 and the keywords that are identified in Step 4. After duplication check 
reduced to 60 articles. Then in Step 7, abstract screening, 13 article excluded from the list 
regarding the relevance of topic to the research questions of this study. In second screening 
phase 21 article is excluded using the criteria that is set in Step 5. 11 articles added to the 
list employing snowballing technic (both Forward and Backward snowballing). The final 
list of articles include 37 articles which is used to collect eve3idence based data to answer 
research questions.  

3 Results and Discussion 

3.1 RQ1_Applications and Impact 

 Fig. 1 shows the applications of DT that mentioned in the literature in SES domain. The 
categories of applications are defined during the full paper read of the articles as follows: 
During full paper read phase of SLR, the main application of the DT in the article is 
extracted; if it was in the list of applications that previous articles mentioned already, the 
number of the articles in this category is increased one; if the application is not mentioned 
in previous applications, we added the application to the list of categories. The most 
popular application of DT is anomaly detection and after that the smart grid management 
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and control, dynamic monitoring of the system, and demand forecast are the frequent 
applications of DT. Anomaly detection is the most sought-after application of the DT. 

0 1 2 3 4 5 6 7

De-risk the integration of new technologies into systems

Anomaly/Fault Detection

Online diagnostic analysis

Diagnostics

Digital asset management

Dynamic monitoring

Cloud Technology

Dynamic planning

Power Flow Calculation

Optimization of unit controls

Demand forecasting

Task scheduling

District-level energy management

Urban planning

Micro-grid control

Smart City

Resiliency Against Cyber Attacks

Energy security of Russia

 Fig. 1 Applications of DT in SES 

Monitoring the system operation is crucial to evaluate the systems performance [117]. 
System health monitoring is utilized in wind turbines [118], buildings [119], and batteries 
[120]. Dynamic monitoring is a particular application of DTs. In this use cases, DT is 
coupled with SCADA. DT uses the data and perform statistical analysis through data 
stream assessment. Finally, it will provide a DT based monitoring system in control rooms 
[121]. To be more precise, even if the articles directly speak about system monitoring, the 
main goal of the dynamic monitoring is also anomaly detection [117]. Dynamic monitoring 
observes the system continuously in real time by receiving and analyzing data from sensors. 
This real time monitoring cycle facilitates by digital thread, which represents data from 
sensors, information from system and the flow of this information between physical and 
virtual entities. This aspect is very important for constructing efficient EIoT[117]. On the 
other hand DT provides online monitoring possibility which supports the EIoT concept in 
practice in SES [122].  
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In the final list multiple articles highlight applications of DT in smart grids [68,123–

130]. In fact, smart grid is an energy infrastructure. So, it is crucial to investigate it closely. 
These articles mostly point out the following goals for using DT in a smart grid: 

 Load Balancing 
 Power Management 
 Optimized Task Scheduling  
 Consumer Services   
 Fault Identification, Diagnosing   
 Demand Forecasting 
 Power Monitoring System (PMS)   

Within the above-mentioned applications to empower the smart grids, demand forecast 
is the most frequent application. This result shows that DT plays the role of brain of the 
system. At the same time, it can provide information through HMI for decision makers as a 
Decision Support Tool.  

3.2 RQ2_Solutions provided by DT 

Modern monitoring systems fulfill new needs in smart systems. DT can succor modern 
monitoring systems to deal with cutting edge technologies. DT can provide efficient 
solutions to deal with the complexity of systems[68,123,131–137,137] thanks to the 
development of processes, elements, analysis, and methods. The main topics in the field are 
related to: 

1. SCADA and Graphical User Interface (GUI) 
2. Historical Recording and Database (DB) 
3. State Estimation (SE) 
4. Model Data Management (MDM) 
5. Contingency Analysis (CA) 
6. Static Security Assessment (SSA) 
7. Power Flow (PF) 
8. Short Circuit Current (SCC) 
9. Operational Planning Tools,  
10. Demand Forecasts  
11. Wide Area Monitoring, Protection and Control (WAM, WAP and WAC), 
12. Dynamic Security Assessment (DSA), 
13. Phasor Data Processing (PDP), 
14. Protection Security Assessment (PSA), 
15. System Integrity Protection Schemes (SIPS) 
16. Dynamic State Estimation (DSE)  

4 Conclusion  

The results show that DT furnish the system to stablish a network of interrelated physical 
and virtual entities to automate the system. In other words, DT makes the energy system 
smart and provides a dynamic monitoring on whole system including the information flow 
between the components. The most frequent applications of DT in SES, including anomaly 
detection and demand forecast, unveil the capability of DT to contribute in decision 
making. So in parallel to monitoring, DT provides a DSS for the SES that facilitate control 
communication and automated functioning of SES. In the use cases, the communication 
through internet is implemented. This connection provides a real-time monitoring and 

response. Therefore, we can conclude that in smart energy systems, Digital Twin is a 
solution to push the EIoT in action. In our future agenda there is the development of a 
model including users (i.e. customers, actors) in a digital twin framework in order to 
implement DT as a cyber-physical social system model.  
 Current article is a primary step of detailed review on the Digital Twin cutting edge 
technology in Smart Energy Systems.  Future study will focus on technical advancements 
of DT in order to detail the data-oriented modeling in DT, Architectures and model 
frameworks that DT employs to improve the resilience of a Smart Energy System. 
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