
Citation: Cinieri, G.; Mehdi, G.; De

Giorgi, M.G. Multiscale Modeling of

Plasma-Assisted Non-Premixed

Microcombustion. Aerospace 2024, 11,

697. https://doi.org/10.3390/

aerospace11090697

Received: 31 May 2024

Revised: 7 August 2024

Accepted: 23 August 2024

Published: 26 August 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

aerospace

Article

Multiscale Modeling of Plasma-Assisted Non-Premixed
Microcombustion
Giacomo Cinieri 1, Ghazanfar Mehdi 1,2,* and Maria Grazia De Giorgi 1,*

1 Department of Engineering for Innovation, University of Salento, Via per Monteroni, 73100 Lecce, Italy;
giacomo.cinieri@unisalento.it

2 Department of Mechanical Engineering, School of Engineering, Aalto University, 00076 Aalto, Finland
* Correspondence: ghazanfar.mehdi@unisalento.it (G.M.); mariagrazia.degiorgi@unisalento.it (M.G.D.G.)

Abstract: This work explores microcombustion technologies enhanced by plasma-assisted combus-
tion, focusing on a novel simulation model for a Y-shaped device with a non-premixed hydrogen-air
mixture. The simulation integrates the ZDPlasKin toolbox to determine plasma-produced species
concentrations to Particle-In-Cell with Monte Carlo Collision analysis for momentum and power
density effects. The study details an FE-DBD plasma actuator operating under a sinusoidal voltage
from 150 to 325 V peak-to-peak and a 162.5 V DC bias. At potentials below 250 V, no hydrogen
dissociation occurs. The equivalence ratio fitting curve for radical species is incorporated into the
plasma domain, ensuring local composition accuracy. Among the main radical species produced,
H reaches a maximum mass fraction of 8% and OH reaches 1%. For an equivalence ratio of 0.5,
the maximum temperature reached 2238 K due to kinetic and joule heating contributions. With
plasma actuation with radicals in play, the temperature increased to 2832 K, and with complete
plasma actuation, it further rose to 2918.45 K. Without plasma actuation, the temperature remained at
300 K, reflecting ambient conditions and no combustion phenomena. At lower equivalence ratios,
temperatures in the plasma area consistently remained around 2900 K. With reduced thermal power,
the flame region decreased, and at Φ = 0.1, the hot region was confined primarily to the plasma area,
indicating a potential blow-off limit. The model aligns with experimental data and introduces relevant
functionalities for modeling plasma interactions within microcombustors, providing a foundation for
future validation and numerical models in plasma-assisted microcombustion applications.

Keywords: microcombustor; flow control; thermal performance enhancement; plasma-assisted
combustion; dielectric barrier discharge

1. Introduction

Over the past three decades, there has been a considerable surge in research on
combustion-based micro–meso devices. This heightened interest is largely attributed to the
characteristics of hydrogen, which include high energy density and minimal weight [1–3].
Power generation at the microscale is generally characterized by dimensions smaller than
1 mm, while mesoscale devices are in the order of millimeters [4]. The microcombustion
technology revolution has led to systems that are lighter and smaller and have higher
energy density. The number of publications on micro–meso-scale combustion has been
increasing in the last 10 years, highlighting that this field is a highly active research topic.

The reduced scale of these devices facilitates process intensification, exemplified by
rapid heat and mass transfer, enhanced efficiency, and accelerated transients, allowing
for quick startup times [5]. These advantages highlight the unique operational dynamics
and efficiencies achievable in microscale combustion technologies. However, the high
area-to-volume ratio and brief mixture residence time present significant challenges in
maintaining a stable flame within micro burner systems. These factors complicate the effi-
cient and consistent operation of these systems, making stability difficult to achieve [6,7]. In
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microburners, the dynamics are predominantly influenced by gas–surface interactions [8].
Flame propagation in microcombustors and narrow channels encounters significant chal-
lenges. Flames often fail to propagate when the gap size falls below the “quenching
distance”, a critical threshold where flame propagation becomes unfeasible [9]. When the
residence time is reduced, the fuel mixture is expelled from the burner before it is fully
burned or even before it begins to burn. This leads to low combustion efficiency, energy
waste, and other issues, as well as the increased production and emission of pollutants into
the atmosphere. Because the reaction time of the mixture is shortened, maintaining a stable
flame becomes challenging in a microcombustor. The quenching distance varies with the
type of fuel, pressure, and temperature. Understanding the dynamics of flame behavior in
confined spaces and the impact of variables like quenching distance, wall temperature, and
materials is crucial for flame propagation and stabilization.

Incorporating a porous material into premixed microcombustion has been extensively
studied in the last few years. The introduction of a porous medium increases the contact
area, which can significantly enhance the heat transfer from the hot exhaust gases to the
microcombustor wall. The random connectivity and obstructive properties of porous media
significantly disturb the airflow, thereby improving heat transfer between the combustion
zone and the unburned gas through the solid matrix enhancing combustion. This process
preheats the reactants, potentially accelerating the flame.

In a hydrogen–air mixture scenario, Peng et al. [10] conducted experimental tests
and numerical simulations to investigate premixed H2 combustion with and without a
porous medium. The results indicate that flame stabilization is significantly enhanced in
the combustor with a porous medium. The wall temperature in the presence of the porous
medium is 188 K higher than that of the free flame in a tube. As the combustor diameter
increases, the limitations in terms of inlet velocity and flame blowout are mitigated and the
radiation surface area is increased, leading to higher energy output. Bani et al. [11] investi-
gated porous media combustion thermo-photovoltaic systems focusing on experimental
and numerical assessments of a TPV generator. The results indicated that increasing the
inlet velocity led to a reduction in combustion efficiency due to decreased residence time.
Additionally, the average wall temperature decreased as the thermal conductivity of the
solid matrix increased.

To enhance flame stability and combustion efficiency, the use of a bluff body has
proven to be effective. The mixture is separated from the boundary layer as it passes
through the bluff body [12]. This separation generates a low-speed, high-temperature, and
high-concentration recirculation area, which effectively maintains the flame, facilitating
the ignition of the fuel. Qian et al. [13] investigated the combustion characteristics of a
premixed hydrogen/air mixture in a microcombustor using a cavity, a bluff body, a rib
with a bluff body, and rib configurations. Thicker walls in the bluff body configuration
provided a more uniform temperature distribution, with higher wall temperatures at the
inlet (370 K) and lower at the outlet (1099 K) compared to thinner walls. Increasing the
thermal conductivity coefficient from 1 W/mK to 10 W/mK improved the preheating effect
on the fresh mixture by 100 K and 214 K for the bluff body and cavity walls, respectively,
but also increased heat loss to the surroundings. Therefore, materials with lower thermal
conductivity are more favorable for flame stability. Increasing the equivalence ratio from
0.5 to 0.7 significantly raised the mean outer wall temperature.

Finally, plasma-assisted combustion (PAC) is currently being offered as a new low-cost
and efficient solution to further enhance combustion performance and flame stability [14–16].
This technology has demonstrated excellent results in aero-engine combustion in low-
pressure and low-temperature atmospheric environments [7,17–20].

Among various forms of plasma actuation, Dielectric Barrier Discharge (DBD) is of
particular interest in the meso–micro context, generating a uniform and large-area discharge
at atmospheric pressure and room temperature [18,21–25].



Aerospace 2024, 11, 697 3 of 20

Plasma is the fourth state of matter in which a gas becomes ionized with equal amounts
of positive and negative charges, making it quasi-neutral [26]. The efficiency of plasma-
based active flow control is the function of transport, thermal, and chemical effects [27]:

• Thermal Effects: Plasma transfers energy to the gas, raising its temperature and thereby
enhancing the rate of temperature-sensitive chemical reactions.

• Kinetic Effects: Plasma introduces alternative reaction pathways that are not present
in pure combustion systems, altering the chemical kinetics.

• Transport Effects: Electric fields generated by the plasma influence charged particles
through electric-field-driven drift, enhanced diffusion, and other bulk fluid processes,
such as pressure waves, shock waves, and turbulence initiation.

The concept of using thermal equilibrium plasma conditions for combustion control
has been around for a century, originating with internal combustion engines and spark
ignition systems [28]. These principles have significantly contributed to achieving high
efficiency in various applications. Recently, however, scientific researchers have increas-
ingly focused on non-equilibrium plasma for ignition and combustion control in other
applications [29–31]. This approach presents new possibilities for ignition and flame
stabilization.

Plasma is widely used in scramjets to enhance ignition and combustion stability,
proving highly effective in extending the flame blowout limit and optimizing combustor
performance [32,33].

Tian et al. [34] utilized a multi-channel gliding arc (MCGA) plasma to improve igni-
tion and combustion stability near the flame blowout limit in a C2H4-fueled, cavity-based
scramjet model for scramjet combustors. The investigation employed wall static pres-
sure measurements, CH* chemiluminescence imaging, optical emission spectroscopy, and
discharge waveform analysis to explore PAC effects.

In recent years, different fuels have been investigated under plasma actuation. Patel
et al. [35] investigated how coupled energy per pulse affects the ability of DBD plasma
to ignite fuel-lean methane–airflow. It was observed that increasing the dielectric thick-
ness resulted in a decrease in coupled energy per pulse, despite similar applied voltage
conditions, necessitating more pulses to ignite the lean mixture.

Reduced ignition times have been observed in shock tube ignition delay studies under
the influence of low energy discharges to increase flame speeds under the influence of
sub-critical microwave fields, and increase extinction limits for counterflow [36].

While significant progress has been made in exploring plasma-coupled combustion,
the impact on submillimeter-scale flames has remained poorly explored until now.

The use of plasma in mesoscale and microscale applications is highly intriguing. In
these scales, the flows are typically laminar, and the required pressures are low. This
significantly facilitates the feasibility of employing 0D or 1D approximations in these
studies for preliminary analysis [37].

Most PAC studies can be categorized into two main types. The first category involves
0D models, which are crucial for analyzing mechanisms. These models are highly useful
for studying kinetic processes but do not account for fluid dynamics, and the main studies
are reported below. Hazenberg et al. [38] examined the reactions of plasma species and
whether their thermodynamic properties are obtained by modifying the formation enthalpy.
Errors in adiabatic flame temperature can reach up to 100 K, and NO concentration errors
can be as large as 50%. They propose a new path to compute thermodynamic data for
vibrational species.

Computational mechanisms for PAC analysis are very complex and computationally
expensive. Rekkas-Ventiris et al. [39] introduced a novel reduction methodology of kinetic
mechanism for PAC applications. By employing predictive machine learning regression
models, a new framework was successfully applied to a detailed isooctane/air plasma
kinetic mechanism through zero-dimensional ignition simulations, significantly reducing
computational costs while maintaining high accuracy. Shasvasari et al. [40] studied the
synergistic effects of nanosecond plasma discharge and hydrogen on ammonia combustion
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incorporating excitations, ionizations, quenching, recombination, charge exchanges, and
neutral state elementary reactions in a mechanism for NH3/H2/O2/N2 mixtures. The
results showed that relatively low-energy pulses or low hydrogen fuel fractions are suffi-
cient to significantly reduce the ignition delay time of ammonia/air mixtures. Lower NOX
emissions are found compared to hydrogen assistance for a specific enhancement in flame
speed.

These studies account for the effects of plasma kinetics and their impact on chemistry.
However, they overlook the contributions of plasma transport and power density from the
actuators, the context in which they are situated, and the fluid dynamics interplay between
kinetic effects and other factors. On the other hand, current PAC CFD 3D models focus
on the fluid dynamic effects of plasma, neglecting the kinetic effects. Mackay et al. [41–43]
simulated the plasma-coupling effect in mesoscale devices using different FE-DBD con-
figurations, improving fuel consumption and efficiency with PAC compared to a burner
without plasma actuation. The model, however, neglects the plasma contribution of radical
generation and how the discharge dramatically modifies the fluid composition.

In this work, a new attempt to improve the PAC comprehensive model is proposed
for a non-premixed H2–air mixture. In the first step, plasma discharge is modeled for
kinetics effects forecasting using a zero-dimensional approach based on the solution of
the Boltzmann equation. The solution is mapped on the equivalence ratio of the mixture
and potential amplitude. In the second step, the PIC/MCC model predicts plasma body
force and power density. Finally, plasma effects are exported in the plasma regions to
steady-state CFD simulations using Ansys Fluent 2023 R2. The primary objective of this
study is to examine the different impacts of the PAC effects on a microsystem, determining
whether it should be implemented.

2. Numerical Methods
2.1. Case Study, the Plasma Actuator

Figure 1 shows the configuration of an FE-DBD plasma actuator with one electrode
embedded beneath a dielectric layer and the other exposed to the gas. The thickness of the
dielectric and electrodes are 4 µm and 1 µm, respectively (as listed in Table 1). The electrode
is 100 µm long and has a width equal to the width of the conductive layer. The dielectric is
made of silicon nitride and has a thickness of 4 µm. A sinusoidal voltage is applied with a
peak-to-peak voltage of 325 V and a DC bias of 162.5 V, generating a longitudinal force in
the direction from the buried to the exposed electrode.
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Table 1. Geometric features of the microcombustor.

Geometric Features Test Case Geometric Parameters [m]

Streamwise Electrodes gap 4 × 10−6

Electrodes Thickness 1 × 10−6

Dielectric thickness 1.2 × 10−5

Electrodes length 1 × 10−4

Electrodes width 1.57 × 10−3

Frequency 1 GHz

Amplitude 162.5 V

2.2. Geometric Features of the Microcombustor

The investigated test case is a Y-shaped combustion chamber of 200 mm in length with
a 90-degree angle and two inlet channels for hydrogen and dry air, as previously studied
by Xiang et al. [44,45] and numerically analyzed by us [46,47]. The combustion chamber
walls are made of 1 mm thick quartz, and the pressure and temperature are set to 1 atm
and 300 K, respectively. A couple of FE-DBD actuators (x = 0, y = +/− 1 mm) are set in a
pump configuration (i.e., the plasma body force is directed toward the outlet).

The sum of flow rates is constant (vair + vH2 = 6 m/s) at 300 K and 1 atm. The wall
is modeled as a no-slip. The conductive heat transfer coefficient is 20 W/m2K, and the
specific quartz glass heat capacity and thermal conductivity are 750 J/kg-K and 1.05 W/m-
K, respectively. The plasma region is defined as a rectangular cross-section measuring
200 × 50 × 758 µm.

3. Modeling

A new approach is proposed. Initially, plasma discharge is modeled to forecast kinetic
effects using a zero-dimensional method based on the Boltzmann equation. This solution is
then mapped to the Φ and V. Subsequently, the PIC/MCC model predicts the plasma body
force and power density. Finally, these plasma effects are incorporated into steady-state
CFD simulations.

3.1. PIC

The Particle-In-Cell model with Monte Carlo Collisions (PIC/MCC) computes inter-
actions between electrons, charged particles, and neutral species with external and/or
self-induced electromagnetic fields. It employs the Boltzmann equation and Monte Carlo
method to calculate charged particle motion and collisions using an externally applied
electric field. The time step ensures that particles do not leave the domain, cross more
than one cell after each step, and do not exceed the plasma time scale. When the Knudsen
number (Kn) is ≥0.1 (as it is in our test case), the non-continuum effect can be described
by PIC/MCC. At each time step, the model calculates the collision probability, generates a
new particle by replacing the background species and modifying the velocity, and finally
updates the positions and velocities of these particles by integrating the equations of mo-
tion. However, due to computational limitations, a macroparticle is defined as a constant
value representing a portion of the phase space distribution since particles with the same
momentum are expected to remain close together in phase space [48,49].

In contrast, the size of the macroparticle in the position space is finite. Equation (1)
describes the motion of charged particles, with k representing the charged particle, E
representing the electric field, v and x representing particle motion, m representing the
particle mass, n representing the density, and f representing the velocity distribution
function.

Ck =
∂( fknk)

∂t
+

∂( fknk)

∂r
vk +

∂( fknk)

∂vk

E qk
mk

(1)
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Particle and field values are advanced sequentially in time, and the particle equations
of motion are solved at every time step using field values interpolated from the discrete
grid to particle locations. The XOOPICcode [50] is used with the Poisson equation 2D
solved for each time step neglecting the magnetic field. The ion-density-to-neutral-species-
density ratio is less than 10−3 (as it is nonthermal plasma), and the ion–ion and electron–ion
collisions can be neglected. At the beginning of the simulation, no particles are initialized
in the domain. The Fowler–Nordheim equation of emission is applied to the exposed
electrode and emits electrons from the edge to the fluid [50] given by Equation (2):

jFN =
β2 AFN E2

N
φw t2(y)

exp

[
ν(y)BFN φ3/2

w

φw t2(y)

]
(2)

where jFN is the field emission current density, while AFN and BFN are Fowler–Nordheim
constants, β is the field enhancement factor, EN is the reduced electric field, and φw is the
work function for the electrode material. To compute the force on each particle, field values
are interpolated from grid positions to the given particle positions. Electrohydrodynamic
forces are computed for each coordinated using the formula described in Equation (3):

fb = e E (n ions − n electrons) (3)

Q = j E (4)

Figure 2 reports a schematic representation of the main stages of the methodology.
The time step of 2 × 10−13 is set. Each macroparticle simulates 1 × 106 particles to achieve
consistent results and saves computational time. Table 2 summarizes the Fowler coefficients
used, including the Fowler–Nordheim electron current density (jFN), the Fowler–Nordheim
constants (AFN and BFN), and the surface roughness factor (β).
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Table 2. Fowler–Nordheim coefficients.

Fowler-Nordheim Equation Constants

AFN 1.54 × 10−6

βFN 50.0

CvFN 0

BvFN 6.8308 × 109

CyFN 3.79 × 10−5

φVFN 4.0

3.2. Chemistry Plasma Effect Modeling

During the ignition, the homogeneity of the plasma is supported by Intensified Charge-
Coupled Device (ICCD) imaging that determines electron–ion recombination reactions,
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excitation and de-excitation, and the attachment and detachment of electrons and neutral
species [46]. So, a 0-D approximation is consistent with the experimental results for our test
case. The reactions that need to be solved to define the plasma effect on chemistry include
excitation and de-excitation, electron–ion recombination, and the attachment and detach-
ment of electrons and neutral species. Constant rate values are added for bimolecular and
trimolecular hydrogen–oxygen processes and ion reactions. The Phelps and Pancheshnyi
electron cross-section databases are used, which are available on the LXCat website [51].
The initial conditions of a pressure of 101,325 Pa and a temperature of 300 K are considered.
Kinetics modeling is solved by Equations (5)–(9).

D[Ni]

dt
−

jmax

∑
j=1

Qij(t) = 0 (5)

A + bB = cC + dD (6)

k j[A]a[B]b = Rj (7)

QA = −aR, QB = −bR, QC = −cR, QD = −dR (8)

Ngas

γ − 1
dTgas

dt
=

jmax

∑
j=1

δε Rj Pelast [N e

]
+ Qsrc (9)

where Ni is considered the density of the species, Qij is the species production rate, and
Rj is the reaction rate for reaction j. To determine the reduced field in the plasma zone,
Orlov et al.’s model, which represents the DBD system as an RC electrical circuit, is used
(Figure 3) [52]. A simplified air hydrogen scheme is applied incorporating mixed reactions
of N2-H2 and H2-O2. The N2-H2-O2 mixture model consists of neutral, metastable, and
charged species. In Table 3, the kinds of main species are illustrated.
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Table 3. Main elements, charged particles, and excited species.

Species Type Molecules

Elements N, H, O

Charged particles N+ N2
+ N3

+ N4
+ O+ O2

+ O4
+ O− O2

− O3
− O4

− NO+

N2O+ NO− N2O− NO2
− NO3

− O2
+ E H+ H2

+

Excited species O2(V1), O2(V2), O2(V3), O2(V4), O2(A1), O2(B1),
O2(4.5EV), N2(V1), N2(V2), N2(V3), N2(V4), OH*

By using this electrical circuit model, the reduced electric field is calculated based on
the high voltage amplitude and frequency, the geometry of the plasma actuator, and its
materials.
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The model calculates the reduced electric field by considering various factors such
as the applied potential, the design of the device, and the electrical/dielectric materials
used. To represent the fluid, a combination of a capacitor and a resistor is used, along with
a capacitor for the dielectric layer.

Ca =
ε0 εa h z

Lp
(10)

Cd =
ε0 εd hd z

Ld
(11)

R =
ρa Lp

h z
(12)

ϕa(t) = ϕamplitude sin (2 π ω t) + ϕbias (13)

To describe the fluid in the model, a parallel combination of a capacitor and a resistor
is used, along with a capacitor for the dielectric layer. The resistance R and capacitances of
the fluid side Ca and dielectric side Cd are assigned specific values. To apply Kirchhoff’s
law, the discharge potential ∆ϕ for the average slot is introduced at each time step.

3.3. Modelling Combustion

The CFD code Fluent 23.0 is used to solve the governing equations of conservation
of mass, momentum, energy, and chemical species in the fluid, a second-order upwind
scheme, and a pressure-based algorithm [53]. Gradients are calculated using the least-
squares cell-based scheme. The simulation is considered converged when the residuals for
all parameters, except for continuity, are lower than 10−3. To check for convergence and
residuals, the simulation monitors the temperature and main combustion mass fraction
products in the flame area (OH, H2O). A three-dimensional steady model is employed,
and the influence of gravity is neglected. The basic governing equations of heat and mass
transfer are given for an ideal gas. A segregated solution solver with a sub-relaxation
method is used.

∂ρ

∂t
+

∂(ρui)

∂xi
= 0 (14)

∂
(
ρuj

)
∂t

+
∂
(
ρuiuj − τij

)
∂xi

=
∂p
∂xj

+ Fplasma (15)

∂(ρh)
∂t

+
∂(ρuih)

∂xi
=

∂
(

λ∂Tf

)
∂t

−
n

∑
j=1

∂
(
hj Jj

)
∂xi

+
n

∑
j=1

hjRj+Pplasma (16)

∂(ρYi)

∂t
+

ρuiYi
∂xi

=
∂Ji
∂xi

−Ri (17)

where ρ is the gas density, p is the pressure, u is the velocity, τij is the stress tensor, h is
the total enthalpy, Ji is the diffusion flux of species i, Yi is the mass fraction of species, T
is the temperature, and Rj is the net rate of production of species j by chemical reaction,
i, λ thermal conductivity. Fplasma and Pplasma are plasma source effects added to the ac-
tuator plasma region. The effect of convection and radiation on heat losses is computed
considering Equation (18).

Qloss = h0 A (Tw − T0) + εσA
(

T4
w − T4

0

)
(18)

Finally, the new PAC method is summarized in Figure 4. The characteristic time of the
plasma is in the order of 10−7 s, while the ignition process takes around 10−3 s. As a result,
the outputs obtained in step 2 can be used as steady-state input for step 3.
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4. Validation

Kinetic combustion mechanism details were discussed in [46,47]. Validation was
confirmed by correlating the data of Burer et al. [54] and Pareja et al. [55] with simulation
results from Alekseev et al. [56] and Konnov et al. [57]. This comparison was conducted
at a temperature of 298 K and a pressure of 1 atm over a range of equivalence ratios, as
illustrated in Figure 5. The predicted values using the chosen mechanism showed strong
agreement with the experimental data.
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Figure 5. LBV for the hydrogen–air mixture for T = 300 K and p = 1 atm vs. experimental data and
prior kinetic models [54–57].

To ensure grid independence, the simulation results were evaluated at a velocity of
6 m/s in Figure 6a, under the H2 case condition, using three different grid resolutions. The
mesh resolutions compared were 140 k cells, 175 k cells, and 237 k cells. In Figure 6b, CFD
device simulation results were compared with experimental data [44] for an unburned
mixture velocity of 6 m/s and Φ ranging from 0.5 to 1. For Φ values below 0.6, the
simulations did not show a stable flame, which aligns with the experimental observations.
By applying a threshold of 1 W/m3 to the heat of reactions, a function is found between
the experimental flame picture and numerical results.



Aerospace 2024, 11, 697 10 of 20

Aerospace 2024, 11, x FOR PEER REVIEW 10 of 20 
 

 

Figure 5. LBV for the hydrogen–air mixture for T = 300 K and p = 1 atm vs. experimental data and 
prior kinetic models [54–57]. 

To ensure grid independence, the simulation results were evaluated at a velocity of 
6 m/s in Figure 6a, under the H2 case condition, using three different grid resolutions. The 
mesh resolutions compared were 140 k cells, 175 k cells, and 237 k cells. In Figure 6b, CFD 
device simulation results were compared with experimental data [44] for an unburned 
mixture velocity of 6 m/s and Φ ranging from 0.5 to 1. For Φ values below 0.6, the simula-
tions did not show a stable flame, which aligns with the experimental observations. By 
applying a threshold of 1 W/m3 to the heat of reactions, a function is found between the 
experimental flame picture and numerical results. 

(a) 

 
(b) 

Figure 6. (a) Temperature midline flame area for three different grid sizes; (b) flame length compar-
ison between numerical studies and experimental data [44] at different Φ. 

No experimental data for FE-DBD actuators’ decoupled effects are present in the lit-
erature. So, the novel plasma model has been validated by migrating the step and effect 
with available experimental data. A kinetic model was tested using nano-pulsed (NP) 
plasma discharge on hydrogen diluted with helium. The experimental setup and results 
are detailed in [58], with the initial temperature set to 298 K and a constant pressure of 
8000 Pa. The numerical model was based on two steps: firstly, the discharge effect was 
analyzed by ZDPlasKin 2.0; secondly, the oxidation reactions were computed in the 
CHEMKIN environment [53]. To initiate plasma discharge, a 200 Td 3 × 10−8 s pulse was 
applied (Figure 7) with a duty cycle of 3.3 × 10−5 s. The simulations were conducted until 
a steady state was achieved after 10 pulses. The final mixture is presented in Table 4. 
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between numerical studies and experimental data [44] at different Φ.

No experimental data for FE-DBD actuators’ decoupled effects are present in the
literature. So, the novel plasma model has been validated by migrating the step and effect
with available experimental data. A kinetic model was tested using nano-pulsed (NP)
plasma discharge on hydrogen diluted with helium. The experimental setup and results are
detailed in [58], with the initial temperature set to 298 K and a constant pressure of 8000 Pa.
The numerical model was based on two steps: firstly, the discharge effect was analyzed
by ZDPlasKin 2.0; secondly, the oxidation reactions were computed in the CHEMKIN
environment [53]. To initiate plasma discharge, a 200 Td 3 × 10−8 s pulse was applied
(Figure 7) with a duty cycle of 3.3 × 10−5 s. The simulations were conducted until a steady
state was achieved after 10 pulses. The final mixture is presented in Table 4.
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Table 4. Mean flow composition for cycles.

Chemical Species Molar Fraction

H 2.67 × 10−1

H2 2.29 × 10−8

O 1.31 × 10−1

O2 1.01 × 10−4

OH 7.19 × 10−6

H2O 1.24 × 10−10

HO2 3.61 × 10−5

H2O2 4.13 × 10−19

HE 6.01 × 10−1

O2 1.31 × 10−3

In CHEMKIN [53], the test case was reduced to two ducts. Duct 1 features a constant
flow of the non-ionized mixture to model inlet clean flow, while duct 2 uses the ionized
mixture. In Table 4 and Figure 8, comparisons between the numerical and experimental
results are shown, and our data are in good agreement with the experimental results.
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In the second case, PIC results were compared with previous literature analysis [41].
The flow residence time in the plasma region was computed using Equation (19).

tr =
Lp

v f
∼ 10−6 s. (19)

The fluid is considered to be composed of N2. The simulation reached a stationary
state after a few cycles and computations were performed over 28 cycles (tp = 10−7 s), below
the residence time. The electron density during simulation is lower than the ion density
due to electron losses resulting from attachment to the dielectric, escaping to the far field.
In contrast, ions take longer to diffuse to surfaces, creating a net positive region. Average
charged species density PIC computations are compared to Shivmkar et al. [42] in Table 5.

Table 5. Mean electron and ion density obtained for 325 V and 1 GHz.

Hazenberg et al. [38] Our Analysis Values
[particles/m3]

Max ions density 3.6 × 1020 6.0 × 1019

Average ions density 1.40 × 1018 1.41 × 1018

Max electrons density 2.0 × 1019 6.0 × 1019

The electron particle density is the highest above the covered electrode region (Figure 9a).
In Figure 9b, the spatial-time force distribution over cycles 20–28 is depicted, being mainly
present near the exposed edge. Finally, the computed values of mean body force and power
density are equal to 1.6 × 106 N/m3 and power density equal to 1.8 × 109 N/m3.
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5. Results
5.1. Plasma Discharge Kinetic Results

Reduced electric field EN displays a sinusoidal pattern peaking at around 400 Td.
Specifically, the integral of the species concentrations over the first five cycles was calculated,
and the most significant species were identified, and their mass fractions were computed.
The fuel oxidation process is initiated by H atoms generated from H2 dissociation, which
form HO2. Most of HO2 then converts to OH, which reacts with H2 to form H2O, the
product. As evident in Figure 10a, for mixtures with equivalence ratios greater than 2,
the mass fraction of H and H2 becomes increasingly dominant, playing a crucial role in
plasma kinetics and then flame ignition. For leaner mixtures, the preferable condition is
an equivalence ratio of 1, where there is the best trade-off between the concentration of
OH and H, which are radical species crucial to the combustion reaction chains (Figure 10a).
In Figure 10b, an analysis is presented, varying the potential while keeping the Φ fixed at
1. The highest potential amplitude (325 V) allows for the dissociation of more hydrogen
molecules and results in a higher concentration of OH, justifying this choice of actuation
condition for plasma-assisted microcombustion with this condition. For potential amplitude
peak-to-peak (Vptp) values below 250 V (Figure 10b), no dissociation of hydrogen molecules
is observed. These findings are consistent with the 2D PIC model where no electrons were
produced in these conditions, confirming the reliability of both models.
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Therefore, within the CFD conditions for plasma actuation, a potential of 325 V is
considered. For the chemical kinetics, a fitting curve of phi is defined for all the indicated
species. This function is incorporated into the plasma domain in the CFD analysis, ensuring
that the analysis accounts for the local composition within the domain. This is crucial due
to the asymmetric concentration in the mixture channel caused by the non-premixed nature
of the experiment.

5.2. Plasma Assisted Combustion Results

Two actuators were used: one on the flame side and the other on the air side for x = 0
and y = +/−1 mm (Figure 11).
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Figure 11. Sketch of the mixing and flame area.

In the paper, the plasma effects were first decoupled to ascertain which has a greater
impact in this scenario. In the comparative analysis between the plasma effect of the
temperature distribution profiles shown in Figure 12, significant variances are observed
closer to the plasma source region, suggesting radical activity also from the oxygen duct.
On the other hand, the momentum and power density effect show a temperature of 2238 K,
with a single flame distribution. As demonstrated in our previous work and experimentally,
under this condition without plasma, there is no stable flame. The shape and temperature
difference between the two conditions is significant. With the kinetic contribution, the
flame has two high-temperature regions, close to the electrode areas. Furthermore, the area
with a temperature above 1322 K ended next to x = 13 mm. When the contributions of force
and energy are active, it is evident that the flame is defined in a single area and has a lower
maximum temperature, but the hottest region extends further along the conduit, up to
18 mm.
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As expected, the distribution of the OH radical closely mirrors the temperature dis-
tribution within the domain, as illustrated in Figure 13. This correlation indicates that
regions with higher temperatures exhibit a higher concentration of OH radicals. When
kinetic effects are employed, both OH and NO are distributed around the plasma region
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(Figure 14), underscoring the significant impact of kinetic dynamics from the plasma region
to the flame area. In the kinetics case, the max OH mole fraction is 4.95 × 10−2 while
the max NO mole fraction is 3.11 × 10−2. In the momentum/energy case, max OH is
7.25 × 10−3 while max NO is 3.66 × 10−3.
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Therefore, we can conclude that both effects are important in sustaining a stable flame.
In Figure 15, the maximum temperature reached in these cases is described by adding the
test case simulation with complete PAC modeling. For kinetic and joule heating contri-
bution, the max temperature was equal to 2238 K. With plasma actuation and the radical
effects in play, the temperature reaches 2832. When complete plasma actuation is modeled,
the temperature increases further to 2918.45 K. In contrast, without plasma actuation, the
temperature is 300 K. This baseline temperature reflects the ambient conditions and the
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absence of any combustion-enhancing effects provided by plasma actuation. Plasma elec-
trons and reactive species accelerate the rate of chemical reactions, far surpassing what
can be achieved through momentum and energy contributions alone. Specifically, plasma-
generated radicals play a crucial role in reducing the activation energy for combustion
reactions, facilitating faster reaction kinetics. This leads to more efficient fuel breakdown
and enhanced oxidation processes. The non-thermal nature of DBD plasma ensures that
most electrical energy is used to generate and sustain high-energy electrons and reactive
species rather than merely heating the gas. The predominance of kinetic effects over mo-
mentum and energy effects can be attributed to several factors related to the scale and
nature of the microactuator system. Within the plasma volume, the momentum and thermal
effects are of the order of 106 N and 109 W per m3, respectively. Given that microactuators
have dimensions of approximately 200 µm by 50 µm, these effects are significantly reduced
within the confined space of the plasma. In summary, the dominance of kinetic effects in
our study is a direct consequence of the small scale of the microactuator and the critical
role of kinetic processes in the ignition phase of plasma-assisted hydrogen air combustion.

Aerospace 2024, 11, x FOR PEER REVIEW 16 of 20 
 

 

actuation, the temperature is 300 K. This baseline temperature reflects the ambient condi-
tions and the absence of any combustion-enhancing effects provided by plasma actuation. 
Plasma electrons and reactive species accelerate the rate of chemical reactions, far surpas-
sing what can be achieved through momentum and energy contributions alone. Specifi-
cally, plasma-generated radicals play a crucial role in reducing the activation energy for 
combustion reactions, facilitating faster reaction kinetics. This leads to more efficient fuel 
breakdown and enhanced oxidation processes. The non-thermal nature of DBD plasma 
ensures that most electrical energy is used to generate and sustain high-energy electrons 
and reactive species rather than merely heating the gas. The predominance of kinetic ef-
fects over momentum and energy effects can be attributed to several factors related to the 
scale and nature of the microactuator system. Within the plasma volume, the momentum 
and thermal effects are of the order of 106 N and 109 W per m3, respectively. Given that 
microactuators have dimensions of approximately 200 µm by 50 µm, these effects are sig-
nificantly reduced within the confined space of the plasma. In summary, the dominance 
of kinetic effects in our study is a direct consequence of the small scale of the microactuator 
and the critical role of kinetic processes in the ignition phase of plasma-assisted hydrogen 
air combustion. 

 
Figure 15. Maximum temperature in the symmetry plane for different plasma effects under the con-
ditions of 𝑣 = 6 m/s and 𝜙 = 0.5. 

Considering the full model, additional cases at v 6 m/s and lower Φ were examined 
to determine the impact of the discharge and lower concentrations of H2. As can be ob-
served, the area around the fuel electrode consistently remains at a very high temperature 
of around 2900 K with negligible differences. What decreases with the reduction in sup-
plied thermal power is the length of the flame region and the extent of the hot fluid. In 
Figure 16, the flame regions at Φ of 0.1, 0.3, and 0.5 are considered. Although all three 
cases show a hot area in the plasma regions, in the case of Φ = 0.1, outside the plasma 
region, the fluid is cold, indicating that the blow-off limit may have been reached. Fur-
thermore, the fluid exceeds 1167 K at different heights. In the case of Φ = 0.5, the temper-
ature remains above 1167 K up to 4.7 cm, while in the second case, it reaches up to 3.6 cm. 
In the last case, the limit is above 2 cm. 

Figure 15. Maximum temperature in the symmetry plane for different plasma effects under the
conditions of v = 6 m/s and ϕ = 0.5.

Considering the full model, additional cases at v 6 m/s and lower Φ were examined to
determine the impact of the discharge and lower concentrations of H2. As can be observed,
the area around the fuel electrode consistently remains at a very high temperature of around
2900 K with negligible differences. What decreases with the reduction in supplied thermal
power is the length of the flame region and the extent of the hot fluid. In Figure 16, the
flame regions at Φ of 0.1, 0.3, and 0.5 are considered. Although all three cases show a hot
area in the plasma regions, in the case of Φ = 0.1, outside the plasma region, the fluid is
cold, indicating that the blow-off limit may have been reached. Furthermore, the fluid
exceeds 1167 K at different heights. In the case of Φ = 0.5, the temperature remains above
1167 K up to 4.7 cm, while in the second case, it reaches up to 3.6 cm. In the last case, the
limit is above 2 cm.
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6. Conclusions

This paper explores the development of an advanced multiscale modeling framework
for simulating DBD plasma actuators within a Y-shape microcombustor to enhance com-
bustion processes. The framework integrates a plasma kinetic/transport model with CFD
simulation. The proposed plasma kinetic model estimates the transport, heating effect,
and species mole fractions produced, which are subsequently applied as a source in the
steady-state CFD model in function of the local equivalence ratio. The key conclusions are
as follows:

• The influence of plasma is impactful, maintaining a stationary flame in the duct.
• The PAC model enhanced the reliability in non-premixed conditions considering the

local plasma region.
• The results highlighted the fundamental role of kinetic effects, which cannot be ne-

glected. This underscores the novelty of our approach compared to the PAC steady-
state methods in the literature, which only consider momentum and energy effects in
CFD models. The effect of plasma is also significant at very low equivalence ratios,
such as 0.1.

• Additional experimental investigations are required to ensure comprehensive valida-
tion of the proposed model. Moreover, further studies on PIC are necessary for the
function of the local concentration, providing a more comprehensive evaluation of the
model’s effectiveness.
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