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#### Abstract

Following a historical overview of the development of ordinal sums, a presentation of the most relevant results for ordinal sums of triangular norms and copulas is given (including gluing of copulas, orthogonal grid constructions and patchwork operators). The ordinal sums of copulas considered here are constructed not only by means of the comonotonic copula, but also by using the lower Fréchet-Hoeffding bound and the independence copula. We provide alternative proofs to some results on ordinal sums, elaborate properties common to all or just some of the ordinal sums discussed. Also included are a discussion of the relationship between ordinal sums of copulas and the Markov product and an overview of ordinal sums of multivariate copulas, illustrating aspects to be considered when extending concepts for ordinal sums of bivariate copulas to the multivariate case. © 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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## 1. Introduction

The topic of this paper is a presentation of various types of ordinal sums, particularly of triangular norms and copulas. On the one hand, ordinal sums, which have roots in algebraic structures, serve as a genuine mathematical tool, fully characterizing continuous t-norms and helping to solve a distinguished functional equation. On the other hand, ordinal sums of bi- and multivariate copulas have been of great interest for the scientific community in dependence modeling and copula theory.

First we sketch (in Section 2) the development over the years, from ordinal sums of partially ordered sets and semigroups over ordinal sums of triangular norms to the ordinal sums of bivariate copulas, not only with the minimum $M$ as background copula, but also the lower Fréchet-Hoeffding bound $W$ and the independence copula $\Pi$, to ordinal sums of multivariate copulas.
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Fig. 1. Visualizations of the construction in Theorem V (left) in [52,227], and of the structure of an $M$-ordinal sum of triangular norms (center) $M-\left(\left\langle a_{1}, b_{1}, T_{1}\right\rangle,\left\langle a_{2}, b_{2}, T_{2}\right\rangle,\left\langle a_{3}, b_{3}, T_{3}\right\rangle\right)$ and of a $W$-ordinal sum of copulas (right) $W$ - $\left(\left\langle a_{1}, b_{1}, C_{1}\right\rangle,\left\langle a_{2}, b_{2}, C_{2}\right\rangle,\left\langle a_{3}, b_{3}, C_{3}\right\rangle\right)$.

After recalling the ordinal sums of t-norms in Section 3 we discuss the various forms of ordinal sums of bivariate copulas. Here also other approaches to ordinal sums (such as orthogonal grid constructions and patchwork operators) are compared, and we pay particular attention to the geometric point of view on ordinal sums and an interpretation by patchwork operators in Subsection 4.1, and to the role of $M-, W$ - and $\Pi$-ordinal sums as representations of copulas (Subsection 4.2).

The topic of Section 5 is the relationship between ordinal sums and the Markov product of bivariate copulas and a study of copulas which are idempotent with respect to the Markov product. Finally, several examples and results for ordinal sums of $d$-copulas are given in Section 6, including algorithms for the simulation of $M_{d}$ - and $\Pi_{d}$-ordinal sums.

A considerable effort was made to include, when discussing the various aspects of ordinal sums, the original and most relevant references for each topic, leading to a list of references of a rather unusual length. On the other hand, we tried to preserve the flow of the presentations and have, therefore, collected a number of mathematical conventions, basic definitions and notations at the end of the paper in Appendix A - the readers are invited to consult them whenever there is a need.

## 2. Ordinal sums - a historical overview

To the best of our knowledge, the original source of ordinal sums was in algebra, as ordinal sums of partially ordered sets (posets), and the earliest traces go back at least to the 1940 s. A classical reference is Birkhoff [24, Chapter VIII, 10] (compare also [242]), a more recent one is [56, Section 1, 1.24], where ordinal sums were called linear sums of posets (compare also [215, Definition 2.1] and [219, Example 6.8]).

### 2.1. Ordinal sums of semigroups

Climescu [52] and Clifford [46-50] worked with ordinal sums of semigroups which are special cases of the so-called strong bands of semigroups, also studied by Clifford [45]. For some related work see [70,122,148], and in [211] one finds an extensive survey describing Clifford's contributions to various fields of algebra.

FAUCETT [93-95], WALLACE [247] and MOSTERT \& SHIELDS [195] proved important results for various types of continuous semigroup operations, i.e., for topological semigroups. For overviews and further details concerning these algebraic topics we recommend some standard monographs, e.g., [24,38,51,106,111,148,205].

To get started, we present a verbatim quotation of a result for the ordinal sum of two semigroups, namely, [52, Theorem V] in its translated form, as it appeared in the Appendix of [227] (the structure of this ordinal sum is visualized in Fig. 1(left)):

Theorem $\mathbf{V}[52,227]$ Let $(A, F)$ and $(B, G)$ be semigroups. If the sets $A$ and $B$ are disjoint and if $U$ is the mapping defined on $(A \cup B) \times(A \cup B) b y$

$$
U(x, y)= \begin{cases}F(x, y), & x \in A, y \in A \\ x, & x \in A, y \in B \\ y, & x \in B, y \in A \\ G(x, y), & x \in B, y \in B\end{cases}
$$

then $(A \cup B, U)$ is a semigroup.
Theorem V $[52,227]$ can be extended to the case of arbitrary many semigroups with pairwise disjoint carriers in a straightforward manner. As early as in the introductory part of [46], on page 631, CLIFFORD spoke about the ordinal sum of a totally ordered family of semigroups $\left(X_{\tau}\right)_{\tau \in I}$, where the index set $(I, \preceq)$ is totally (i.e., linearly) ordered and where each $X_{\tau}$ is a naturally totally ordered, commutative semigroup, i.e., the divisibility (compare [123]) $\leq$ on $S_{\tau}$ given by

$$
a \leq b \text { if either } a=b \text { or there exists } c \text { in } S \text { such that } a c=b
$$

is a total order, and where the semigroup operation on the ordinal sum $S$ of the $S_{\tau}$ is defined for all $\sigma, \tau \in I$ with $\sigma \prec \tau$ and for all $a_{\sigma} \in S_{\sigma}, b_{\tau} \in S_{\tau}$ by $a_{\sigma} b_{\tau}=b_{\tau} a_{\sigma}=b_{\tau}$.

Calling a naturally totally ordered, commutative semigroup ordinally irreducible if and only if it contains a proper, non-empty, absorbent prime ideal $\mathfrak{a}$ (i.e., if $a \in \mathfrak{a}$ and $b \notin \mathfrak{a}$ then $a b=a$ ), one of the main results of [46] is the following Theorem 1, given here as a verbatim quotation:

Theorem 1 [46] Every naturally totally ordered, commutative semigroup is uniquely expressible as the ordinal sum of a totally ordered set of ordinally irreducible such semigroups.

### 2.2. Ordinal sums of triangular norms

A particularly interesting and powerful tool are ordinal sums of triangular norms (t-norms for short). Triangular norms (see Definition A.1) are binary operations on the unit interval $[0,1]$ which were first considered by MENGER [180] in the context of suitable triangle inequalities in so-called probabilistic (or statistical) metric spaces (see, e.g., [224-226,228,229,233], for probabilistic normed spaces see, e.g., [14,167,231]). Later on, triangular norms were widely used as representations of the conjunction in fuzzy logics [117,252], where the set of Boolean truth values $\{0,1\}$ is extended to the unit interval $[0,1]$.

Algebraically speaking, for each triangular norm $T:[0,1]^{2} \rightarrow[0,1]$ the pair $([0,1], T)$ is a fully ordered, commutative semigroup with neutral element 1 and annihilator 0 . A usual way to produce ordinal sums of t -norms is to start with an index set $K$, a family of non-empty, pairwise disjoint open subintervals (]$a_{k}, b_{k}[)_{k \in K}$ and a family of t -norms $\left(T_{k}\right)_{k \in K}$. Using linear isomorphisms $\varphi_{k}:\left[a_{k}, b_{k}\right] \rightarrow[0,1]$ the respective isomorphic images of $T_{k}$ turn each semigroup ( $[0,1], T_{k}$ ) into an isomorphic semigroup $\left(\left[a_{k}, b_{k}\right], T_{k}^{*}\right)$. In order to construct a suitable ordinal sum of the semigroups $\left(\left([0,1], T_{k}\right)\right)_{k \in K}$ with carrier $[0,1]$, one readily sees that the family $\left(\left[a_{k}, b_{k}\right]\right)_{k \in K}$, in general, is not a partition of $[0,1]$ : the intervals may have endpoints in common, and their union may be a proper subset of the unit interval.

The disjointness of the carriers of the semigroups in Theorem V in $[52,227]$ can be somehow relaxed, as one can see from the following result in [154] which, in turn, is a consequence of [46]. Together with the technique of "filling the gaps" between $\left.\bigcup_{k \in K}\right] a_{k}, b_{k}$ [ and the unit interval [ 0,1$]$ by means of the special $t$-norm $T_{\mathbf{M}}$ given by $T_{\mathbf{M}}(x, y)=\min \{x, y\}$, Theorem 2.1 makes it possible to consider ordinal sums of t -norms.

Theorem 2.1. [154, Theorem 3.42] Let $(K, \preceq)$ with $K \neq \emptyset$ be a linearly ordered set and $\left(G_{k}\right)_{k \in K}$ with $G_{k}=\left(X_{k}, *_{k}\right)$ be a family of semigroups. Assume that for all $k, l \in K$ with $k \prec l$ the sets $X_{k}$ and $X_{l}$ are either disjoint or that $X_{k} \cap X_{l}=\left\{x_{k l}\right\}$, where $x_{k l}$ is both the unit element of $G_{k}$ and the annihilator of $G_{l}$, and where for each $j \in K$ with $k \prec j \prec l$ we have $X_{j}=\left\{x_{k l}\right\}$.

$$
\begin{gathered}
\text { Put } X=\bigcup_{k \in K} X_{k} \text { and define the binary operation } * \text { on } X \text { by } \\
x * y= \begin{cases}x *_{k} y & \text { if }(x, y) \in X_{k} \times X_{k}, \\
x & \text { if }(x, y) \in X_{k} \times X_{l} \text { and } k \prec l, \\
y & \text { if }(x, y) \in X_{k} \times X_{l} \text { and } l \prec k .\end{cases}
\end{gathered}
$$

Then $G=(X, *)$ is a semigroup．

A full proof of Theorem 2.1 can be found in［154，Theorem 3．42］．The following brief description gives a good idea how the shortcomings of the family of intervals mentioned above（the closed intervals may have endpoints in common，and the union of the intervals may be a proper subset of the unit interval）can be overcome．

Let us start with a family $\left(T_{k}\right)_{k \in K}$ of triangular norms and a family（ $] a_{k}, b_{k}[)_{k \in K}$ of non－empty，pairwise disjoint open subintervals of $[0,1]$ ．Note first that the pairwise disjointness of the non－empty subintervals $] a_{k}, b_{k}[$ of $[0,1]$ implies that the index set $K$ must be countable．Filling the gaps to the left and right of $\bigcup_{k \in K}$ ］$a_{k}, b_{k}$［ and between any two neighboring intervals by intervals of maximal length，we obtain a family of pairwise disjoint closed subintervals $\left(\left[a_{j}, b_{j}\right]\right)_{j \in J}$（trivial，i．e．，one－point intervals are possible），where a countable index set $J$ can be chosen（implying that also $J \cup K$ is countable）so that $J \cap K=\emptyset$ and $\bigcup_{i \in J \cup K}\left[a_{i}, b_{i}\right]=[0,1]$ ．

Using the function $s: J \cup K \rightarrow[0,1]$ which assigns to each interval $\left[a_{i}, b_{i}\right]$ its midpoint $s(i)=\frac{1}{2}\left(a_{i}+b_{i}\right)$ ，we can define a linear order $\preceq$ on $J \cup K$ putting $i_{1} \preceq i_{2} \Longleftrightarrow s\left(i_{1}\right) \leq s\left(i_{2}\right)$ ．Considering for each interval［ $\left.a_{i}, b_{i}\right]$ with $a_{i}<b_{i}$ the linear bijection

$$
\varphi_{i}:\left[a_{i}, b_{i}\right] \rightarrow[0,1], \quad \varphi_{i}(u)=\frac{u-a_{i}}{b_{i}-a_{i}}
$$

we obtain for each $i \in J \cup K$ a semigroup $H_{i}=\left(\left[a_{i}, b_{i}\right],^{*}\right.$＊$\left._{i}\right)$ ，where the operation $\otimes_{i}:\left[a_{i}, b_{i}\right]^{2} \rightarrow\left[a_{i}, b_{i}\right]$ is given by

$$
u \text { 困 }_{i} v= \begin{cases}\varphi_{i}^{-1}\left(T_{i}\left(\varphi_{i}(u), \varphi_{i}(v)\right)\right) & \text { if } i \in K  \tag{2.1}\\ \min \{u, v\} & \text { if } i \in J\end{cases}
$$

Observing that $u$ 困 $_{i} v=\varphi_{i}^{-1}\left(\min \left\{\varphi_{i}(u), \varphi_{i}(v)\right\}\right)$ whenever $i \in J$ and $a_{i}<b_{i}$ ，the family of semigroups $\left(H_{i}, \text { ，}_{i}\right)_{i \in J \cup K}$ satisfies all the hypotheses of Theorem 2．1，and $([0,1], T)$ is a semigroup，where the binary operation $T:[0,1]^{2} \rightarrow$ $[0,1]$ is a triangular norm：

$$
T(x, y)= \begin{cases}a_{k}+\left(b_{k}-a_{k}\right) T_{k}\left(\frac{x-a_{k}}{b_{k}-a_{k}}, \frac{y-a_{k}}{b_{k}-a_{k}}\right) & \text { if }(x, y) \in\left[a_{k}, b_{k}\right]^{2}  \tag{2.2}\\ \min \{x, y\} & \text { otherwise }\end{cases}
$$

Moreover，note that in（2．1）one obtains，whenever $T_{k}=T_{\mathbf{M}}$ for some $k \in K$ ，the following identity for the function困 $_{k}:\left[a_{k}, b_{k}\right]^{2} \rightarrow\left[a_{k}, b_{k}\right]:$

$$
\begin{equation*}
u \text { *}_{k} v=\varphi_{k}^{-1}\left(\min \left\{\varphi_{k}(u), \varphi_{k}(v)\right\}\right)=\min \{u, v\}=T_{\mathbf{M}}(u, v) . \tag{2.3}
\end{equation*}
$$

In fact，using this line of arguments we have verified the following result which sometimes is called the ordinal sum theorem for $t$－norms．

Theorem 2．2．Let (]$a_{k}, b_{k}[)_{k \in K}$ be a family of non－empty，pairwise disjoint open subintervals of $[0,1]$ and let $\left(T_{k}\right)_{k \in K}$ be a family of triangular norms．Then the function $T:[0,1]^{2} \rightarrow[0,1]$ given by（2．2）is a triangular norm．

In the sequel，we shall call the t－norm $T$ given by（2．2）the $M$－ordinal sum of the t －norms $\left(T_{k}\right)_{k \in K}$ ，and we shall write $T=M-\left(\left\langle a_{k}, b_{k}, T_{k}\right\rangle\right)_{k \in K}$（compare also（4．1）below）．Observe that＂filling the gaps＂described above has no influence on the ordinal sum considered there，i．e．，we have

$$
\begin{equation*}
M-\left(\left\langle a_{k}, b_{k}, T_{k}\right\rangle\right)_{k \in K}=M-\left(\left\langle a_{i}, b_{i}, T_{i}\right\rangle\right)_{i \in J \cup K} \quad \text { whenever } T_{i}=T_{\mathbf{M}} \text { for all } i \in J \tag{2.4}
\end{equation*}
$$

Clearly, (2.4) means also that, in an arbitrary $M$-ordinal sum of triangular norms $T=M-\left(\left\langle a_{k}, b_{k}, T_{k}\right\rangle\right)_{k \in K}$ all the summands of the form $\left\langle a_{i}, b_{i}, T_{\mathbf{M}}\right\rangle$ can be omitted without changing the ordinal sum $T$. A visualization of the structure of an $M$-ordinal sum of $t$-norms is given in Fig. 1 (center), and the dotted squares along the main diagonal of $[0,1]$ indicate the "gaps" which were filled with the "neutral" t-norm $T_{\mathbf{M}}$. More examples and results for $M$-ordinal sums of triangular norms will be presented and discussed in Section 3.

A well-known construction tool for important classes of triangular norms (and 2-copulas) are some types of unary functions from $[0,1]$ to $[0, \infty]$, the so-called additive generators. This concept goes back to ideas by Abel [1], and it was further developed in, e.g., [2,94,195,226-228].

Taking into account the representation of continuous Archimedean t-norms by means of continuous additive generators due to LiNG [171,172] (compare also [227], and for a generalization see [165]), it follows that associative bivariate copulas are exactly 1-Lipschitz triangular norms (see also [196]).

Another significant achievement in the context of triangular norms was the full characterization of the continuous t -norms as ordinal sums of continuous Archimedean t -norms. This result can be derived from [195] (see also [228, Theorem 5.38] and [154, Corollary 3.56, Theorem 5.11]).

In [132] it was pointed out that the ordinal sum theorem for $t$-norms (Theorem 2.2) remains valid if we replace the requirement that $\left(T_{k}\right)_{k \in K}$ be $t$-norms by the weaker requirement that they be $t$-subnorms (with some additional mild properties if necessary). Recall that a t-subnorm is a function $T:[0,1]^{2} \rightarrow[0,1]$ which satisfies the properties (i)-(iii) in Definition A. 1 and is bounded from above by the minimum, i.e., $T(x, y) \leq \min \{x, y\}$ for all $(x, y) \in[0,1]^{2}$, the latter being weaker than the boundary condition Definition A.1(iv). The $t$-subnorms (introduced in [128]) are slightly more general than the $t$-norms, and $t$-subnorms carry almost all properties of $t$-norms. They can be a powerful tool for constructing left-continuous $t$-norms by the so-called rotation-annihilation construction of new families of leftcontinuous $t$-norms and other aggregation operators [131,138].

### 2.3. Ordinal sums of bivariate copulas (and other binary operations)

When looking back, in particular at Theorem V $[52,227]$ and Theorem 2.1, one could think that ordinal sums are applicable to partially ordered sets and to semigroups only, since in all the cases considered so far, the crucial property to be verified for the resulting ordinal sum is the associativity of the respective binary operation.

However, ordinal sums can be constructed not only in the context of posets and semigroups, but also for other rather general algebraic structures like groupoids $(X, *)$, where a non-empty set $X$ is equipped with a binary operation $*$ (no additional properties may be required). The following result is formulated according to [154, Remark 3.45(i)] (compare also [228, Definition 5.2.4]).

Theorem 2.3. Let $(A, \preceq)$ be a non-empty, linearly ordered index set, and $\left(X_{\alpha}, *_{\alpha}\right)_{\alpha \in A}$ a family of groupoids. If the sets $X_{\alpha}$ are pairwise disjoint and if the binary operation $*$ on $\bigcup_{\alpha \in A} X_{\alpha}$ is defined by

$$
x * y= \begin{cases}x *_{\alpha} y & \text { if }(x, y) \in X_{\alpha} \times X_{\alpha}  \tag{2.5}\\ x & \text { if }(x, y) \in X_{\alpha} \times X_{\beta} \text { and } \alpha \prec \beta \\ y & \text { if }(x, y) \in X_{\alpha} \times X_{\beta} \text { and } \beta \prec \alpha\end{cases}
$$

then $\left(\bigcup_{\alpha \in A} X_{\alpha}, *\right)$ is a groupoid.
This result allows us to consider families of groupoids with more additional properties. If we want to know whether the ordinal sum is also a groupoid with the same additional properties, we only have to check whether the operation * given by (2.5) satisfies the additional properties, too.

Early traces of such ordinal sums can be found in SKLAR [238, Definition 5] (where ordinal sums of functions $F:[0,1]^{2} \rightarrow \mathbb{R}$ satisfying $F(0,0)=0$ and $F(1,1)=1$ were considered), and in Definition 5.2.4 and Theorem 5.2.5 in the monograph [228] by Schweizer \& Sklar, where they investigated ordinal sums of (associative) binary systems satisfying some compatibility conditions. Based on Theorem B in [195], ordinal sums of bivariate copulas were mentioned by Frank in [104, Section 2, (2.7)], and in Theorem 4 a representation of associative copulas was given.

In the following we mention several classes of functions from $[0,1]^{2}$ to $[0,1]$ which have been studied in various contexts, all of them being special cases of the functions considered in [238]. Their ordinal sums were introduced and studied under various names such as linear sums, orthogonal grid constructions, patchwork constructions, to name a few. As announced in Section 1, this paper will focus on ordinal sums of triangular norms and $d$-copulas with $d \geq 2$ which will be discussed in some detail in Sections 3-4 and 6. For the sake of completeness we present here also some other classes of bivariate functions whose ordinal sums have been investigated either from a theoretical point of view or in the context of applications.

Obviously, triangular norms as well as bivariate copulas are prominent examples of both conjunctive operations [60] and of bivariate aggregation functions [114]. Triangular norms [12,132,154,157,158,172,223,225-228] can be seen as symmetric, associative increasing conjunctive operations, and bivariate copulas [87,183,191,192,198,222, 237-239] are 2 -increasing semicopulas.

If we start with conjunctive operations on $[0,1]$, i.e., functions from $[0,1]^{2}$ to $[0,1]$ with annihilator 0 and neutral element 1 (which can be considered as extensions of the Boolean conjunction on $\{0,1\}$ to the unit interval $[0,1]$ ), then we find other interesting conjunctive operations satisfying one or more additional properties (see, e.g., [216, Definition 1.1, Remark 1.4]): semicopulas, i.e., increasing conjunctive operations (see [21,83,86]), 1-Lipschitz conjunctive operations [150,160-162] (see also [173,204]), and quasi-copulas, i.e., 1-Lipschitz semicopulas (see [13,110,213,232]).

Some early and explicit traces of ordinal sums and orthogonal grids can be found, in the case of semicopulas in [86] and [61, Proposition 5], and in the case of quasi-copulas in [61, Proposition 6], and for $W$-ordinal sums in [184] and for $\Pi$-ordinal sums in $[59,60]$.

The purpose of aggregation functions [23,34,114] (see also [33,35,36,66,82,156,163]) is the combination of several (numerical) data into a single representative value. A bivariate aggregation function $A:[0,1]^{2} \rightarrow[0,1]$ is required to be increasing and to satisfy $A(0,0)=0$ and $A(1,1)=1$, and ordinal sums of general aggregation functions were presented and studied by De Baets \& Mesiar in [66] (compare also [23,114,115,190]).

Some well-known examples of bivariate aggregation functions are, e.g., triangular conorms, i.e., duals of triangular norms [12,154,157,158,172,227,228], uninorms, i.e., symmetric, associative aggregation functions with a neutral element $e \in] 0,1[[32,57,58,64,65,72,88,103,109,170,177,187,249,251]$ (for early traces, predecessors and special types of uninorms see $[71,118,153,206,236,241,250]$ ), nullnorms, i.e., symmetric associative aggregation functions with annihilator $a \in] 0,1[$ (acting on $[0, a]$ as a triangular conorm, and on $[a, 1]$ as a triangular norm) [32,72,73,97,176], hoops, i.e., partially ordered commutative residuated integral monoids [ $6,9,25,92$ ], and $B L$-chains, i.e., totally ordered bounded hoops $[5,7,8,31,116,117,119,169]$.

Ordinal sums of triangular conorms can be found, e.g., in [105, Section 2], and for ordinal sums of uninorms see $[74,185,186,188,189,240]$ ). In the literature one finds a unique decomposition of each BL-chain into an ordinal sum of irreducible hoops [31], a representation of BL-chains by an ordinal sum of Wajsberg hoops [7,25,31,53], as well as decompositions of saturated BL-chains as ordinal sums of MV-chains, Gödel chains and PL-chains [44].

Finally we mention that many binary operations on the unit interval $[0,1]$ have been extended to the case of bounded lattices (see, e.g., [18-20,28,40,41,54,68,120,121,125,143-146,152,164,178,219,253], and ordinal sums of these mathematical objects were studied in several papers, e.g., [90,179,215,217,218,248].

### 2.4. Other ordinal sum-types of copulas

In the ordinal sums of operations on the unit interval $[0,1]$ mentioned so far, the function $T_{\mathbf{M}}:[0,1]^{2} \rightarrow[0,1]$ given by $T_{\mathbf{M}}(x, y)=\min \{x, y\}$, as we usually call it in the context of triangular norms, plays an important role. In the area of copulas, the same function is usually called $M$, i.e., $M=T_{\mathbf{M}}$, which is also the reason why the ordinal sums considered so far will be called $M$-ordinal sums from Section 4 onward, where also other types of ordinal sum constructions of copulas will be discussed which are based on the lower Fréchet-Hoeffding bound $W$ (see (4.2)) and, later on, also on the independence copula $\Pi$ (see (4.4)-(4.6)). For the definition and relevant properties of copulas see Appendix A.5-A.9.

It is well-known that $T_{\mathbf{M}}$ is the only triangular norm (and copula) whose set of idempotent elements equals $[0,1]$ (see, e.g., [154, Proposition 1.9]), and that the lower Fréchet-Hoeffding bound $W:[0,1]^{2} \rightarrow[0,1]$ given by $W(x, y)=\max \{x+y-1,0\}[198]$ is the only bivariate copula which vanishes on the opposite diagonal of $[0,1]$, i.e., $W(x, 1-x)=0$ for all $x \in[0,1]$. Based on this observation, in [184] the concept of $W$-ordinal sum of copulas


Fig. 2. Structure of the $\Pi$-vertical (left), $\Pi$-horizontal (center) and $\Pi$-diagonal (right) ordinal sum of $\left(\left\langle a_{1}, b_{1}, C_{1}\right\rangle,\left\langle a_{2}, b_{2}, C_{2}\right\rangle,\left\langle a_{3}, b_{3}, C_{3}\right\rangle\right)$.
(see (4.2)) was introduced in analogy to $M$-ordinal sum of copulas, in a way interchanging the roles of the diagonal and the opposite diagonal of the unit interval $[0,1]$ (see Fig. 1 right).

Note, however, that there are many triangular norms which vanish on the opposite diagonal of $[0,1]$ and that $W$-ordinal sums, in general, do not preserve associativity or commutativity of their summands (see, e.g., [216]). Therefore, we have no constructions and representations for $t$-norms by means of $W$-ordinal sums, although such constructions and representations exist, among others, for copulas (see, e.g., Propositions 4.27 and 4.29).

Carefully analyzing formula (4.3), one sees that, starting with a point $(x, y)$ in an appropriate square centered around the opposite diagonal of $[0,1]^{2}$, this argument $(x, y)$ first undergoes some appropriate linear transformation yielding a transformed pair $\left(x^{*}, y^{*}\right)$, followed by another suitable linear operation involving $W\left(x^{*}, y^{*}\right)$. The result of this linear process in two steps is exactly the value of the lower Fréchet-Hoeffding bound $W$ at the starting point ( $x, y$ ).

The similarity between (2.3) and (4.3) suggests that there is a close relationship between $M$-ordinal sum of copulas given in (4.1) and $W$-ordinal sum of copulas given in (4.2). Indeed, $M$ - and $W$-ordinal sum of copulas are closely related to each other via symmetries as specified in Proposition 4.9 (i)-(ii).

Once the associativity property was not required anymore, it became clear that the ordinal sum construction may gain flexibility not only in the background function, but also in the way this latter function is specified in different subregions of its domain. Apart from $M$ and $W$, it was hence clear that other constructions could be obtained as well by considering. e.g., the product t-norm $T_{\mathbf{P}}$ (or, equivalently, the independence copula $\Pi$ ) as proposed by DE BAETS \& De Meyer [59,60] (for a visualization of $\Pi$-ordinal sums see Fig. 2). These constructions have hence generalized in the form of orthogonal grid representation of the aggregation function in [61], where various types of conjunctive operations like semicopulas, quasi-copulas, and copulas are also considered. Curiously, specific examples from these constructions turned out to have appeared in copula theory, like the copula of the circular uniform distribution (see [198, section 3.1.2]) and special types of shuffles (see [198, Example 5.12]).

Focusing on copulas, ordinal sum constructions may benefit of the stochastic interpretation of these functions that eases the interpretation of some concepts and their multivariate extensions. In particular, the gluing method introduced by Siburg \& Stoimenov [234] has provided a flexible way to join two or more copulas starting with the independence case. It was hence naturally expressed as an ordinal sum construction in [181] and, later, formalized as $\Pi$-ordinal sums in [161] (see also some related concepts discussed in [216]). A unifying viewpoint to these constructions was hence provided by patchwork techniques, considered for 2 -increasing aggregation functions in [84] and, later on, applied to copula models in [85]. Here, the main tool is to apply Sklar's representation theorem to (locally) represent a 2 -increasing function in terms of a copula and some suitable marginals, that turns out to be related to the sections of the original background copula. This idea allows also a different interpretation of copulas with given horizontal or vertical sections [81,151].

Using the gluing methods [234], these copula constructions have been generalized to higher dimensions also by adopting a measure theoretic point of view to patchwork techniques [77].

Summarizing, starting with the representation of associative functions, ordinal sums of $t$-norms have been considered extensively in the literature. Thanks to their link to copulas, especially highlighted by Frank t-norms, they have
found a way to stochastic models (i.e., copulas) and general aggregation functions. This long path is now following a way that was not expected in the early years of functional equations, but is continuing to be fruitful in many research problems where the aggregation of different structures is needed.

## 3. Ordinal sums of triangular norms

The history of triangular norms starts with Menger [180] who began to construct metric spaces where the nonnegative numbers were replaced by probability distributions in order to "measure" the distance between the elements of such a space. The formulation of some triangle inequality in this more general setting naturally led to triangular norms (t-norms for short). In [180] rather weak axioms for t -norms were given, as quoted below (actually, they comprised also the operations known today as triangular conorms):
$\ldots$ where $T(\alpha, \beta)$ is a function defined for $0 \leq \alpha \leq 1$ and $0 \leq \beta \leq 1$ such that
(a) $0 \leq T(\alpha, \beta) \leq 1$.
(b) $T$ is increasing in either variable.
(c) $T(\alpha, \beta)=T(\beta, \alpha)$.
(d) $T(1,1)=1$.
(e) If $\alpha>0$, then $T(\alpha, 1)>0$.
[...] We shall call the function $T$ the triangular norm of the statistical metric ...
Schweizer \& Sklar [224-226] provided the axioms of $t$-norms as they are used today, and an adapted definition by ŠERSTNEV [233] led to a rapid development of statistical (or probabilistic, as they were called after 1964) metric spaces [12,228,229].

Mathematically speaking, (specific) functional equations and the theory of (special topological) semigroups provided two rather independent roots for (continuous) $t$-norms.

Looking at semigroups, FAUCETT [94] studied compact, irreducibly connected topological semigroups and gave a characterization of such semigroups, where the boundary points are the only idempotents and where no nilpotent elements exist (thus providing, in the language of t -norms, a full representation of strict t -norms). MOSTERT \& SHIELDS [195] characterized all such semigroups, where the boundary points play the role of annihilator and neutral element (see also [205]). For t-norms, this gives a representation of all continuous t-norms.

Several construction methods from the theory of semigroups, such as (isomorphic) transformations (e.g., the additive generators mentioned above) and ordinal sums [45-50,52,227], have been successfully applied to construct whole families of t -norms, starting from a few given prototypical examples [227]. So three basic t -norms, the minimum $T_{\mathbf{M}}$, the product $T_{\mathbf{P}}$ and the Łukasiewicz t-norm $T_{\mathbf{L}}$, allow us to construct all continuous t -norms using isomorphic transformations and ordinal sums [172].

In the context of functional equations, t -norms are closely related to the associativity equation, and the earliest source in this context seems to be Abel [1] (see also [2,29,39,124] and the monographs by AcZÉL [3,4]). Major achievements were the full characterization of continuous Archimedean t-norms by additive generators in LiNG [172] (for the special case of strict $t$-norms see [226]) and the solution of a famous functional equation by Frank [105].

Triangular norms (in particular, left continuous t-norms) are widely used as representations of the conjunction in fuzzy logics [117,252], were the classical two-point set of (Boolean) truth values "True" and "False" [26,27] is extended to the unit interval $[0,1]$ with the understanding, that "True" corresponds to 1 and "False" to 0 .

The full definition of t -norms is presented in the Appendix A.2. In general, the properties (i)-(iv) in this definition do not imply any type of continuity of t-norms (see [154, Sections 1.3, 2.3-2.4, 3.4] and [159]).

There are even t-norms which are not Borel measurable (see [149, Example 2.2], [154, Example 3.75] and [159, Example 4.1]) and, therefore, not continuous. And Krause [166] introduced a particularly interesting non-continuous triangular norm, the so-called Krause t-norm $T^{\mathbf{K}}$ which was discussed in detail in [154, Appendix B] and which is neither left- nor right-continuous, but has a continuous diagonal section, thus providing a negative answer to [228, Problem 5.8.1] by, as one can read in [12, p. 77], "... constructing an intriguing and intricate counterexample, the so-called 'Devil's Terraces', which employs classical Cantor sets."

Non-continuous $t$-norms satisfying weaker forms of continuity are, e.g., $T_{\mathbf{D}}$ which is right-continuous, and the left-continuous nilpotent minimum $T^{\mathbf{n M}}[102,207,208]$ given by

$$
T^{\mathbf{n M}}(x, y)=\mathbf{1}_{\left\{(u, v) \in[0,1]^{2} \mid u+v>1\right\}}(x, y) \cdot \min \{x, y\} .
$$

The t-norms $T_{1}, T_{2}$ given by

$$
T_{1}(x, y)=\left(1-\mathbf{1}_{10,0.52^{2}}(x, y)\right) \cdot \min \{x, y\} \quad \text { and } \quad T_{2}(x, y)=\mathbf{1}_{[0.5,1]^{2}}(x, y) \cdot \min \{x, y\}
$$

are continuous at the border of $[0,1]^{2}$ and at the point $(1,1)$, respectively (see [154, Example 1.24]).
Left-continuous $t$-norms play an crucial role in many-valued logics on [ 0,1$]$ (fuzzy logics): they are closely related to residual lattices where an important type of many-valued implications exists. For the role of the left-continuous t -norms and the corresponding logics see, e.g., the monograph of HÁJEK [117] and [44,91,101,112,113,199], and for investigations and constructions of the class of left-continuous $t$-norms see [43,127,129-131,133-137,139-141, 174,246]. However, unlike the case of continuous t-norms (see Theorem 3.2 below), a full characterization of leftcontinuous $t$-norms does not yet exist.

We have already mentioned that three of the four basic t-norms are also copulas, while $T_{\mathbf{D}}$ is not. As a consequence of [197], the exact relationship between t-norms and bivariate copulas is given as follows (see [154, Corollary 9.9, Theorem 9.10]): A bivariate copula $C$ is a triangular norm if and only if $C$ is associative, while a triangular norm $T$ is a copula if and only if $T$ is 1-Lipschitz.

The Archimedean property can be defined in rather abstract algebraic structures. In the case of continuous t-norms we can simplify the definition: A continuous t-norm $T$ is called Archimedean if $T$ is either strict or nilpotent.

Recall that a continuous triangular norm is called strict if $T$ is strictly increasing, i.e., if for all $x \in] 0,1], y, z \in$ $[0,1]$ the strict inequality $y<z$ implies $T(x, y)<T(x, z)$, and $T$ is called nilpotent if $T$ has some zero divisor, i.e., if there exist an $a \in] 0,1]$ such that $T(a, b)=0$ for some $b \in] 0,1]$. The existence of a zero divisor of $T$ is equivalent to the fact that the set of nilpotent elements of $T$ equals $[0,1[$, i.e., for each $a \in[0,1[$ there exists an $n \in \mathbb{N} \backslash\{1\}$ such that $a_{T}^{(n)}=0$, where $a_{T}^{(n)}$ is defined inductively by $a_{T}^{(2)}=T(a, a)$, and $a_{T}^{(n)}=T\left(a_{T}^{(n-1)}, a\right)$ whenever $n \geq 3$.

Early traces of the following characterization of continuous Archimedean t-norms can be found in [1,2,94] in the strict case, and in [195] (in the framework of nilpotent compact topological semigroups). The result below follows from [172] (see also [228, Theorem 5.5.2] and [154, Theorem 5.1]). Observe that in [165] one can find a strengthened version of the theorem in [172].

Theorem 3.1. For a function $T:[0,1]^{2} \rightarrow[0,1]$ the following are equivalent:
(i) $T$ is a continuous Archimedean t-norm.
(ii) There exists a continuous, strictly decreasing function $t:[0,1] \rightarrow[0, \infty]$ satisfying $t(1)=0$, which is uniquely determined up to a positive multiplicative constant, such that $T(x, y)=t^{(-1)}(t(x)+t(y))$ holds for all $(x, y) \in$ $[0,1]^{2}$, where $t^{(-1)}$ is the pseudo-inverse of $t$.

The characterization of continuous $t$-norms by means of ordinal sums can be derived from [195] (compare also [205]), and for our formulation see [228, Theorem 5.38] and [154, Theorem 5.11]:

Theorem 3.2. For a function $T:[0,1]^{2} \rightarrow[0,1]$ the following are equivalent:
(i) $T$ is a continuous t-norm.
(ii) $T$ is uniquely representable as an ordinal sum of continuous Archimedean $t$-norms, i.e., there exists a countable index set $K$, a unique family of pairwise disjoint open subintervals (]$a_{k}, b_{k}[)_{k \in K}$ of $[0,1]$ and a unique family of continuous Archimedean t-norms $\left(T_{k}\right)_{k \in K}$ such that $T=\left(\left\langle a_{k}, b_{k}, T_{k}\right\rangle\right)_{k \in K}$.

Two continuous triangular norms $T_{1}$ and $T_{2}$ are called isomorphic if there exists a continuous, strictly increasing bijection $\varphi:[0,1] \rightarrow[0,1]$ such that for all $(x, y) \in[0,1]^{2}$ we have $\varphi\left(T_{1}(x, y)\right)=T_{2}(\varphi(x), \varphi(y))$. One of the consequences of Theorem 3.2 is that (see [154, Propositions 5.9,5.10]) a continuous t-norm $T$ is strict if and only if it is isomorphic to $T_{\mathbf{P}}$, and that it is nilpotent if and only if $T$ is isomorphic to $T_{\mathbf{L}}$.

Therefore, Theorems 3.1 and 3.2 imply that ordinal sums and isomorphic images of the three t -norms $T_{\mathbf{L}}, T_{\mathbf{P}}$ and $T_{\mathbf{M}}$ (the latter being needed in almost each ordinal sum) are sufficient to characterize all continuous t -norms:

Corollary 3.3. For a function $T:[0,1]^{2} \rightarrow[0,1]$ the following are equivalent:
(i) $T$ is a continuous t-norm.
(ii) $T$ is uniquely representable as an ordinal sum $\left(\left\langle a_{k}, b_{k}, T_{k}\right\rangle\right)_{k \in K}$ of $t$-norms where each $T_{k}$ is isomorphic to a $t$-norm in $\left\{T_{\mathbf{P}}, T_{\mathbf{L}}\right\}$.

Corollary 3.3 can be furthermore formulated in the context of 1-Lipschitz t-norms, i.e., for associative copulas, taking into account the following result.

Theorem 3.4. For a function $T:[0,1]^{2} \rightarrow[0,1]$ the following are equivalent:
(i) $T$ is an associative copula.
(ii) $T$ is uniquely representable as an ordinal sum $\left(\left\langle a_{k}, b_{k}, T_{k}\right\rangle\right)_{k \in K}$ of $t$-norms where each $T_{k}$ is an Archimedean copula, i.e., it is a continuous Archimedean t-norm with a convex additive generator.

Interestingly, ordinal sums of strict (or nilpotent) Archimedean copulas can approximate any associative copula in the topology of uniform convergence (see [155]). Moreover, in the stronger topology induced by the metric $D_{1}$ studied in [244], (finite) ordinal sums of strict Archimedean copulas can approximate any associative copula [147, Theorem 3.6].

Ordinal sum of some t-norms, in this case of the so-called Frank t-norms, play a crucial role in the solution of a famous functional equation. Recall that the family $\left(T_{\kappa}^{\mathbf{F}}\right)_{\kappa \in[0, \infty]}$ of Frank $t$-norms was defined in $[105,(1.7)]$ as follows:

$$
T_{\kappa}^{\mathbf{F}}(x, y)= \begin{cases}T_{\mathbf{M}}(x, y) & \text { if } \kappa=0 \\ T_{\mathbf{P}}(x, y) & \text { if } \kappa=1, \\ T_{\mathbf{L}}(x, y) & \text { if } \kappa=\infty \\ \log _{\kappa}\left(1+\frac{\left(\kappa^{x}-1\right)\left(\kappa^{y}-1\right)}{\kappa-1}\right) & \text { otherwise }\end{cases}
$$

The Frank family $\left(T_{\kappa}^{\mathbf{F}}\right)_{\kappa \in[0, \infty]}$ of t -norms is also a remarkable family of bivariate copulas, but for the proof of Theorem 3.5 below the fact that they turn $[0,1]$ into a topological semigroup was an important aspect.

The following functional equation was studied in [105]. Consider the set $\mathscr{N}$ of all continuous bivariate functions $F:[0,1]^{2} \rightarrow[0,1]$ satisfying the boundary conditions $F(0, x)=F(x, 0)=0$ and $F(1, x)=F(x, 1)=x$ for all $x \in[0,1]$, define for each $F \in \mathscr{N}$ the function $F^{\wedge}:[0,1]^{2} \rightarrow \mathbb{R}$ via

$$
\begin{equation*}
F^{\wedge}(x, y)=x+y-F(x, y), \tag{3.1}
\end{equation*}
$$

and find all functions $F \in \mathscr{N}$ such that both $F$ and $F^{\wedge}$ are associative.
Using results on topological semigroups [195,205] and transforming the problem into differential equations, Frank [105] provided a solution. The following is an equivalent reformulation of the solution of this problem in terms of the unknown function $F \in \mathscr{N}$ only (the original solution given in [105, Theorem 1.1] considered pairs of functions ( $F, G$ ) with $F \in \mathscr{N}$ and $F$ and $G$ being coupled by $F(x, y)+G(x, y)=x+y$ for all $\left.(x, y) \in[0,1]^{2}\right)$. Taking into account that each t -norm $T$ equals the trivial ordinal sum $(\langle 0,1, T\rangle)$ we may write:

Theorem 3.5. Let $F \in \mathscr{N}$ such that $F$ and $F^{\wedge}$ as given by (3.1) are increasing in each variable. Then both $F$ and $F^{\wedge}$ are associative if and only if $F$ is representable as an ordinal sum of members of the Frank family of t-norms.

An interesting inequality that characterizes Frank $t$-norms and some related ordinal sums has been recently considered in [62] (see also [220]).

## 4. Ordinal sums of bivariate copulas

Historically, it was clear that ordinal sums of associative copulas preserve the 2 -increasing property (see, e.g., [104, Theorem 4]), the Frank t-norms being a prominent example of associative copulas. Moreover, as made explicit by SKLAR in [238, Definition 5], ordinal sums of triangular norms can be naturally extended to other bivariate functions.

The need to consider more flexible classes of aggregation functions as well as new classes of copulas for the description of different features of random vectors has stimulated the investigations of several ordinal sum-type constructions, introduced under various names, like $W$-ordinal sums [59,60,184], orthogonal grid constructions [59-61], gluing of copulas [181,234], patchwork constructions [85], $\Pi$-ordinal sums [161], and also some related concepts discussed in [216].

In this section we focus on five different ordinal sum operations taking bivariate copulas as summand operations and leading again to a bivariate copula (see Appendix A.5-A. 9 for the definition and relevant properties of copulas). In particular, we emphasize some of their common features as a result of a measure-theoretic interpretation of these concepts via patchwork techniques. It should be stressed that other similar constructions are possible as well, the ones considered being those with a closed form analytical expression.

We shall first turn to $M$ - and $W$-ordinal sums. Proofs of the following proposition can be found, e.g., for the $M$ ordinal sums in [61, Proposition 9] and [183, Theorem 2.1], and for the $W$-ordinal sums in [184, Theorem 2] and [61, Proposition 11]. An alternative proof will be provided in Subsection 4.2.

Proposition 4.1. Let (]$a_{k}, b_{k}[)_{k \in K}$ be a family of non-empty, pairwise disjoint open subintervals of $[0,1]$ and let $\left(C_{k}\right)_{k \in K}$ be a family of copulas. Then the following two functions $M^{\mathrm{OSum}}, W^{\mathrm{OSum}}:[0,1]^{2} \rightarrow[0,1]$ are copulas:

$$
\begin{align*}
& M^{\operatorname{OSum}}(x, y)= \begin{cases}a_{k}+\left(b_{k}-a_{k}\right) \cdot C_{k}\left(\frac{x-a_{k}}{b_{k}-a_{k}}, \frac{y-a_{k}}{b_{k}-a_{k}}\right) & \text { if }(x, y) \in\left[a_{k}, b_{k}\right]^{2}, \\
M(x, y) & \text { otherwise, }\end{cases}  \tag{4.1}\\
& W^{\operatorname{OSum}^{(x, y)}}= \begin{cases}\left(b_{k}-a_{k}\right) \cdot C_{k}\left(\frac{x-a_{k}}{b_{k}-a_{k}}, \frac{y+b_{k}-1}{b_{k}-a_{k}}\right) & \text { if }(x, y) \in\left[a_{k}, b_{k}\right] \times\left[1-b_{k}, 1-a_{k}\right], \\
W(x, y) & \text { otherwise. } .\end{cases} \tag{4.2}
\end{align*}
$$

The functions $M^{\mathrm{OSum}}$ and $W^{\mathrm{OSum}}$ are called the $M$-ordinal sum and $W$-ordinal sum, respectively, of the summands (]$a_{k}, b_{k}\left[, C_{k}\right)_{k \in K}$, and we use the notations $M^{\mathrm{OSum}}=M-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}$ and $W^{\mathrm{OSum}}=W-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}$.

An ordinal sum $D$-( $\left.\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}$ with $D \in\{M, W\}$ will be called non-trivial if the family ( $] a_{k}, b_{k}[)_{k \in K}$ does not consist of $] 0,1\left[\right.$ only and $C_{k} \neq D$ for at least one $k \in K$.

Note that in case $C_{k}=D$ for some $k \in K$, we obtain by straightforward computations that, in case $D=M$, for each $(x, y) \in\left[a_{k}, b_{k}\right]^{2}$

$$
M^{\mathrm{OSum}}(x, y)=a_{k}+\left(b_{k}-a_{k}\right) \cdot M\left(\frac{x-a_{k}}{b_{k}-a_{k}}, \frac{y-a_{k}}{b_{k}-a_{k}}\right)=M(x, y)
$$

and, in case $D=W$, for each $(x, y) \in\left[a_{k}, b_{k}\right] \times\left[1-b_{k}, 1-a_{k}\right]$

$$
\begin{equation*}
W^{\operatorname{OSum}}(x, y)=\left(b_{k}-a_{k}\right) \cdot W\left(\frac{x-a_{k}}{b_{k}-a_{k}}, \frac{y+b_{k}-1}{b_{k}-a_{k}}\right)=W(x, y), \tag{4.3}
\end{equation*}
$$

i.e., the ordinal sums coincide with $M$ or $W$ on the respective subdomains. As a consequence we immediately have:

Proposition 4.2. Let $D$ - $\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}$ with $D \in\{M, W\}$ be an $M$ - or $W$-ordinal sum as given in Proposition 4.1. Then $D-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}=D$ if and only if $C_{k}=D$ for all $k \in K$.

On the other hand, choosing $C_{k}=C$ for all $k \in K$, we may interpret ordinal sums as one-place mappings from $\mathscr{C}_{2}$ to $\mathscr{C}_{2}$.

Remark 4.3. For a family ( $] a_{k}, b_{k}[)_{k \in K}$ of non-empty, pairwise disjoint open subintervals of $[0,1]$ with $] a_{k}, b_{k}[\neq$ ] 0,1 [ for at least one $k$, the unique fixed points of the following mappings from $\mathscr{C}_{2}$ to $\mathscr{C}_{2}$

$$
C \longmapsto M-\left(\left\langle a_{k}, b_{k}, C\right\rangle\right)_{k \in K} \quad \text { and } \quad C \longmapsto W-\left(\left\langle a_{k}, b_{k}, C\right\rangle\right)_{k \in K}
$$

are $M$ and $W$, respectively.
In a similar way ordinal sum-type operations can also be constructed from the independence copula $\Pi$. The proofs of the following proposition can be found, e.g., in [61, Proposition 12], [234, Theorem 2.1], [181, Proposition 2] and [216, Proposition 2.2, Proposition 4.2].

Proposition 4.4. Let (]$a_{k}, b_{k}[)_{k \in K}$ be a family of non-empty, pairwise disjoint open subintervals of $[0,1]$ and let $\left(C_{k}\right)_{k \in K}$ be a family of copulas. Then the following functions $\Pi^{(\mathrm{hOSum})}, \Pi^{(\mathrm{vOSum})}, \Pi^{(\mathrm{dOSum})}:[0,1]^{2} \rightarrow[0,1]$ are copulas:

$$
\begin{align*}
& \Pi^{(\mathrm{vOSum})}(x, y)= \begin{cases}a_{k} \cdot y+\left(b_{k}-a_{k}\right) \cdot C_{k}\left(\frac{x-a_{k}}{b_{k}-a_{k}}, y\right) & \text { if } x \in\left[a_{k}, b_{k}\right], \\
\Pi(x, y) & \text { otherwise },\end{cases}  \tag{4.4}\\
& \Pi^{(\mathrm{hOSum})}(x, y)= \begin{cases}a_{k} \cdot x+\left(b_{k}-a_{k}\right) \cdot C_{k}\left(x, \frac{y-a_{k}}{b_{k}-a_{k}}\right) & \text { if } y \in\left[a_{k}, b_{k}\right], \\
\Pi(x, y) & \text { otherwise },\end{cases}  \tag{4.5}\\
& \Pi^{(\mathrm{dOSum})}(x, y)= \begin{cases}x \cdot y-\left(x-a_{k}\right) \cdot\left(y-a_{k}\right)+\left(b_{k}-a_{k}\right)^{2} \cdot C_{k}\left(\frac{x-a_{k}}{b_{k}-a_{k}}, \frac{y-a_{k}}{b_{k}-a_{k}}\right) & \text { if }(x, y) \in\left[a_{k}, b_{k}\right]^{2}, \\
\Pi(x, y) & \text { otherwise. }\end{cases} \tag{4.6}
\end{align*}
$$

The functions $\Pi^{(\mathrm{vOSum})}, \Pi^{(\mathrm{hOSum})}$ and $\Pi^{(\mathrm{dOSum})}$ are called the $\Pi$-vertical, $\Pi$-horizontal and $\Pi$-diagonal ordinal sum, respectively, of the summands ( $] a_{k}, b_{k}\left[, C_{k}\right)_{k \in K}$, and we will denote them by $\Pi^{(\mathrm{vOSum})}=\Pi^{(\mathrm{v})}-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}$, $\Pi^{(\mathrm{hOSum})}=\Pi^{(\mathrm{h})}-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}$, and $\Pi^{(\mathrm{dOSum})}=\Pi^{(\mathbf{d})}-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}$, respectively.

A $\Pi$-ordinal sum $D-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}$ with $D \in\left\{\Pi^{(\mathbf{v})}, \Pi^{(\mathbf{h})}, \Pi^{(\mathbf{d})}\right\}$ will be called non-trivial if the family ( $] a_{k}, b_{k}[)_{k \in K}$ does not consist of $] 0,1\left[\right.$ only and if $C_{k} \neq \Pi$ for at least one $k \in K$.

Similarly to the case of $M$ - and $W$-ordinal sums (see Remark 4.3), straightforward computations show that whenever $C_{k}=\Pi$ for some $k \in K$ then the $\Pi$-ordinal sum coincides with $\Pi$ on the respective subdomain. Thus, we have the following:

Proposition 4.5. Let $D-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}$ with $D \in\left\{\Pi^{(\mathbf{v})}, \Pi^{(\mathbf{h})}, \Pi^{(\mathbf{d})}\right\}$ be a $\Pi$-ordinal sum as given in Proposition 4.4. Then $D-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}=\Pi$ if and only if $C_{k}=\Pi$ for all $k \in K$.

Also, for a family ( $] a_{k}, b_{k}[)_{k \in K}$ of non-empty, pairwise disjoint open subintervals of $[0,1]$ with $] a_{k}, b_{k}[\neq] 0,1[$ for at least one $k$, $\Pi$ is the unique fixed point of each of the following mappings from $\mathscr{C}_{2}$ to $\mathscr{C}_{2}$

$$
C \longmapsto \Pi^{(\mathbf{v})}-\left(\left\langle a_{k}, b_{k}, C\right\rangle\right)_{k \in K}, \quad C \longmapsto \Pi^{(\mathbf{h})}-\left(\left\langle a_{k}, b_{k}, C\right\rangle\right)_{k \in K}, \quad \text { and } \quad C \longmapsto \Pi^{(\mathbf{d})}-\left(\left\langle a_{k}, b_{k}, C\right\rangle\right)_{k \in K} .
$$

Remark 4.6. Note that in a similar way as explained in Subsection 2.2, we may "fill the gaps" between the non-empty, pairwise disjoint open summand carriers $] a_{k}, b_{k}\left[\right.$ with pairwise disjoint closed intervals $\left[a_{i}, b_{i}\right]$ for some additional countable index set $J$ (trivial, one-point intervals are possible) in such a way that the index sets $K$ and $J$ are disjoint and we obtain $\bigcup_{i \in J \cup K}\left[a_{i}, b_{i}\right]=[0,1]$. As a consequence we obtain the following:
(i) If, in case $D \in\{M, W\}, C_{i}=D$ for all $i \in J$ or, in case $D \in\left\{\Pi^{(\mathbf{v})}, \Pi^{(\mathbf{h})}, \Pi^{(\mathbf{d})}\right\}, C_{i}=\Pi$ for all $i \in J$ (compare also (2.4)) then

$$
D-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}=D-\left(\left\langle a_{i}, b_{i}, C_{i}\right\rangle\right)_{i \in J \cup K} .
$$

Thus the representation of a $D$-ordinal sum with $D \in\left\{M, W, \Pi^{(\mathbf{v})}, \Pi^{(\mathbf{h})}, \Pi^{(\mathbf{d})}\right\}$ is, in general, not unique.
(ii) On the other hand, if, in case $D \in\{M, W\}, C_{i}=D$ for all $i \in J$ or, in case $D \in\left\{\Pi^{(\mathbf{v})}, \Pi^{(\mathbf{h})}, \Pi^{(\mathbf{d})}\right\}, C_{i}=\Pi$ for all $i \in J$, we may remove the summand $C_{i}$ without changing the copula, i.e.,

$$
D-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}=D-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K \backslash J} .
$$

Remark 4.7. The demand for a linearly ordered index set has been essential in the introduction of ordinal sums of semigroups (see Section 2). The linear order can be recovered from the ordinal sums discussed here: as outlined in Remark 4.6, we may extend the family ( $] a_{k}, b_{k}[)_{k \in K}$ of non-empty, pairwise disjoint subintervals of $[0,1]$ to a family (]$a_{i}, b_{i}[)_{i \in J \cup K}$ with $\bigcup_{i \in J \cup K}\left[a_{i}, b_{i}\right]=[0,1]$. Since both $J$ as well as $K$ are countable, so is their union, and hence $J \cup K$ turns into a linearly ordered index set $(J \cup K, \preceq)$ where $\preceq$ is compatible with the usual linear order on $\mathbb{N}$ (compare also Subsection 2.2).

Moreover, the linear order on the index set $J \cup K$ is in accordance with a suitable linear order on the set of 2-boxes $R_{i}$ considered in each ordinal sum in the following way: For an ordinal sum $D-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}$ with index set $K$ we put, for each $k \in K$,

$$
R_{k}= \begin{cases}{\left[a_{k}, b_{k}\right]^{2}} & \text { if } D \in\left\{M, \Pi^{(\mathbf{d})}\right\}  \tag{4.7}\\ {\left[a_{k}, b_{k}\right] \times\left[1-b_{k}, 1-a_{k}\right]} & \text { if } D=W, \\ {\left[a_{k}, b_{k}\right] \times[0,1]} & \text { if } D=\Pi^{(\mathbf{v})}, \\ {[0,1] \times\left[a_{k}, b_{k}\right]} & \text { if } D=\Pi^{(\mathbf{h})},\end{cases}
$$

and let $\mathscr{R}=\left\{R_{k} \mid k \in K\right\}$ be the set of all 2-boxes. For each $R \in \mathscr{R}$, we denote by cent $(R)$ its center. It is immediate that ( $\mathscr{R}, \preceq_{\mathscr{R}}$ ) with

$$
R_{i} \leq_{\mathscr{R}} R_{j} \quad \Longleftrightarrow \quad \operatorname{cent}\left(R_{i}\right) \leq_{\ell} \operatorname{cent}\left(R_{j}\right),
$$

where $\leq_{\ell}$ is the lexicographic order on $\mathbb{R}^{2}$, is a linearly ordered set. Clearly, we also have $R_{i} \leq_{\mathscr{R}} R_{j}$ if and only if $i \preceq j$. Note that for the ordinal sums as introduced in Propositions 4.1 and 4.4 we additionally get

$$
R_{i} \cap R_{j}=\partial R_{i} \cap \partial R_{j}
$$

for all $R_{i}, R_{j} \in \mathscr{R}$ with $R_{i} \neq R_{j}$, where $\partial R$ denotes the boundary of the set $R$ (see Appendix A.1).
Remark 4.8. From the viewpoint of the induced probability measures, the ordinal sums as introduced in Proposition 4.4 differ from the ones introduced in Proposition 4.1 in the following way:

If every $C_{k}$ of the $D$-ordinal sum $D-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}$ is absolutely continuous, then so are the $D$-ordinal sum copulas $\Pi^{(\mathrm{hOSum})}, \Pi^{(\mathrm{vOSum})}$ and $\Pi^{(\mathrm{dOSum})}$, i.e., copulas of the type (4.4), (4.5) and (4.6) (see [181, Corollary 2]).

However, in case $D \in\{M, W\}$, the $D$-ordinal sums $M^{\text {OSum }}$ and $W^{\mathrm{OSum}}$, i.e., copulas of the type (4.1) and (4.2), are absolutely continuous if every $C_{k}$ is absolutely continuous and $\sum_{k \in K}\left(b_{k}-a_{k}\right)=1$. In case $\sum_{k \in K}\left(b_{k}-a_{k}\right)<1$, the supports of the singular components of the copulas $M^{\mathrm{OSum}}$ and $W^{\mathrm{OSum}}$ lie on the main and opposite diagonal of $[0,1]^{2}$, respectively.

We shall further mention that the ordinal sums presented here are linked to each other via suitable transformations in the space of the copulas, sometimes called rotation [142] or flipping [63], which are closely related to the symmetries of the random vector associated to a copula [107,108].

The following result proves that $M$ - and $W$-ordinal sums as introduced in Proposition 4.1 are connected to each other by the symmetries $\sigma_{1}$ and $\sigma_{2}$, also termed reflections (for more details on symmetries see also Appendix A.9). Note that the copula $C^{\sigma_{2}}$ is sometimes referred to as the $y$-flipping of $C$, whereas $C^{\sigma_{1}}$ is called the $x$-flipping of $C$ (compare also [63,198] and Appendix A.9).

The proof of the following result, which can be obtained by tedious computations, can also be found in [221, Lemma 5.1].

Proposition 4.9. Let (]$a_{k}, b_{k}[)_{k \in K}$ be a family of non-empty, pairwise disjoint open subintervals of $[0,1]$ and let $\left(C_{k}\right)_{k \in K}$ be a family of copulas. Then the following hold:
(i) $\left(W-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}\right)^{\sigma_{1}}=M-\left(\left\langle 1-b_{k}, 1-a_{k}, C_{k}^{\sigma_{1}}\right\rangle\right)_{k \in K}$,
(ii) $\left(W-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}\right)^{\sigma_{2}}=M-\left(\left\langle a_{k}, b_{k}, C_{k}^{\sigma_{2}}\right\rangle\right)_{k \in K}$.

The $\Pi$-horizontal and $\Pi$-vertical ordinal sums as given in Proposition 4.4 can be connected to each other by the reflections $\sigma_{1}$ and $\sigma_{2}$ and the permutation $\eta$ (compare also [221, Lemma 5.1]).

Proposition 4.10. Let (]$a_{k}, b_{k}[)_{k \in K}$ be a family of non-empty, pairwise disjoint open subintervals of $[0,1]$ and let $\left(C_{k}\right)_{k \in K}$ be a family of copulas. Then the following hold:
(i) $\left(\Pi^{(\mathbf{v})}-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}\right)^{\eta}=\Pi^{(\mathbf{h})}-\left(\left\langle a_{k}, b_{k}, C_{k}^{\eta}\right\rangle\right)_{k \in K}$,
(ii) $\left(\Pi^{(\mathbf{v})}-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}\right)^{\sigma_{1}}=\Pi^{(\mathbf{h})}-\left(\left\langle 1-b_{k}, 1-a_{k}, C_{k}^{\sigma_{1}}\right\rangle\right)_{k \in K}$,
(iii) $\left(\Pi^{(\mathbf{v})}-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}\right)^{\sigma_{2}}=\Pi^{(\mathbf{h})}-\left(\left\langle a_{k}, b_{k}, C_{k}^{\sigma_{2}}\right\rangle\right)_{k \in K}$.

Example 4.11. Starting with the $\Pi$-diagonal ordinal sum $\Pi^{(\mathbf{d})}-\left(\left\langle 0, a_{1}, C_{1}\right\rangle,\left\langle a_{1}, 1, C_{2}\right\rangle\right)$ and applying the transformation induced by $\sigma_{2}$ to it we obtain the copula

$$
C(x, y)= \begin{cases}x-a_{1}^{2} \cdot C_{1}\left(\frac{x}{a_{1}}, \frac{1-y}{a_{1}}\right) & \text { if }(x, y) \in\left[0, a_{1}\right] \times\left[1-a_{1}, 1\right], \\ x-a_{1} x-a_{1}(1-y)+a_{1}^{2}-\left(1-a_{1}^{2}\right) \cdot C_{2}\left(\frac{x-a_{1}}{1-a_{1}}, \frac{1-y-a_{1}}{1-a_{1}}\right) & \text { if }(x, y) \in\left[a_{1}, 1\right] \times\left[0,1-a_{1}\right], \\ x y & \text { otherwise },\end{cases}
$$

which is an ordinal sum (with respect to the background copula $\Pi$ ) defined on 2-boxes whose centers belong to the opposite diagonal of $[0,1]^{2}$.

Remark 4.12. The ordinal sums in Propositions 4.1 and 4.4 can also be used to generate copulas which, for instance, cover a larger range of the values of the associated measures of concordance (see, e.g., [198]). To this end, it is helpful to remind that a formula for calculating the Kendall's $\tau$ and Spearman's $\rho$ for $M$-ordinal sum is given in [198, Exercise 5.14]. It can be easily adapted to the case of $W$-ordinal sums via properties of concordance measures (see [198, Definition 5.1.7 (5)]) thanks to the representation in Proposition 4.9. For the $\Pi$-ordinal sums, similar formulas are obtained in [234, Theorem 3.2], [181, Proposition 3] and [80, Theorem 4.1].

We shall finally mention, and it has already been outlined also in Subsection 2.3, that ordinal sums have been considered for the more general classes of (aggregation) functions leading to characterizations for copulas, quasicopulas and semicopulas.

Proposition 4.13. Let (]$a_{k}, b_{k}[)_{k \in K}$ be a family of non-empty, pairwise disjoint open subintervals of $[0,1]$ and let $\left(C_{k}\right)_{k \in K}$ be a family of binary aggregation functions, i.e., mappings from $[0,1]^{2}$ into $[0,1]$, increasing in each coordinate and fulfilling $C_{k}(0,0)=0$ and $C_{k}(1,1)=1$. Let $C$ be one of the functions given by (4.1), (4.2) or (4.4)-(4.6). Then the following are equivalent:
(i) $C$ is a bivariate copula.
(ii) $C_{k}$ is a bivariate copula for every $k \in K$.

Proof. The implication (ii) $\Longrightarrow$ (i) follows from Propositions 4.1 and 4.4. For proving (i) $\Longrightarrow$ (ii), assume that $C=D-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}$ defined by (4.1), (4.2) or (4.4)-(4.6) is a copula. Then, for every $k \in K$, it holds:

$$
C_{k}(x, y)= \begin{cases}\frac{1}{b_{k}-a_{k}}\left(C\left(a_{k}+\left(b_{k}-a_{k}\right) x, a_{k}+\left(b_{k}-a_{k}\right) y\right)-a_{k}\right) & \text { if } D=M,  \tag{4.8}\\ \frac{1}{b_{k}-a_{k}}\left(C\left(a_{k}+\left(b_{k}-a_{k}\right) x,\left(1-b_{k}\right)+\left(b_{k}-a_{k}\right) y\right)\right. & \text { if } D=W, \\ \frac{1}{b_{k}-a_{k}}\left(C\left(a_{k}+\left(b_{k}-a_{k}\right) x, y\right)-a_{k} y\right) & \text { if } D=\Pi^{(\mathbf{v})}, \\ \frac{1}{b_{k}-a_{k}}\left(C\left(x, a_{k}+\left(b_{k}-a_{k}\right) y\right)-a_{k} x\right) & \text { if } D=\Pi^{(\mathbf{h})}, \\ \frac{1}{\left(b_{k}-a_{k}\right)^{2}}\left(C\left(a_{k}+\left(b_{k}-a_{k}\right) x, a_{k}+\left(b_{k}-a_{k}\right) y\right)-a_{k} \cdot\left(b_{k}-a_{k}\right)(x+y)-a_{k}^{2}\right) & \text { if } D=\Pi^{(\mathbf{d})} .\end{cases}
$$

From (4.8) it follows that $C_{k}$ is a copula, i.e., is 2 -increasing and fulfills the boundary conditions of a copula (see, for instance, [183, Theorem 3.3] for $D=M$, [184, Proposition 2] for $D=W$, [181, Theorem 1] for $D \in\left\{\Pi^{(\mathbf{h})}, \Pi^{(\mathbf{v})}\right\}$, and [216, Proposition 4.2] for $D=\Pi^{(\mathbf{d})}$ ).

Remark 4.14. Note that Proposition 4.13 holds analogously for semicopulas and quasi-copulas in case of $M$ - and $W$-ordinal sums. For $\Pi$-ordinal sums, instead, the implication (i) $\Longrightarrow$ (ii) in Proposition 4.13 may not hold since the monotonicity or the 1-Lipschitz property may be violated (compare [61, Proposition 5 and 6] and [216, Example 2.4]).

Note also that results similar to Proposition 4.13 hold in the case of $M$-ordinal sums also for $d$-copulas [183] with $d \geq 3$ (see also Section 6), and for continuous t-norms (compare Corollaries 2.8 and 3.56 and Theorem 5.11 in [154], for the original proof see [228, Theorem 5.38]).

### 4.1. Ordinal sums - the geometric view

Different to the early definitions of ordinal sum operations whose aim has been to construct operations on some union of linearly ordered subdomains based on the operations on the subdomains, compare Section 2, Propositions 4.1 and 4.4 allow a different view: defining functions by means of determining or adopting their behavior on subdomains $R_{k} \subset[0,1]^{2}$ and a "default behavior" on the complementary domain.

Thus, copulas are defined with some information of a geometric nature (see [198, Section 3.2]), such as the description of the behavior of a copula in 2-boxes $R_{k}$ at particular places within $[0,1]^{2}$, i.e., along the main or the opposite diagonal, or on horizontal or vertical stripes (see also Figs. 1 and 2).

In order to illustrate this viewpoint, let us consider the case when the copula is modified in one single box $R \subseteq$ $[0,1]^{2}$. The following result clarifies some basic conditions that are needed in order to redefine the values assumed by a copula in a specific subdomain.

Proposition 4.15. [61, Proposition 7] Let $R=\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \subseteq[0,1]^{2}$ be a 2 -box in $[0,1]^{2}$. Let $C$ be a copula and let $D: R \rightarrow[0,1]$ be a function. Then

$$
\widetilde{C}(x, y)= \begin{cases}D(x, y) & \text { if }(x, y) \in R,  \tag{4.9}\\ C(x, y) & \text { otherwise },\end{cases}
$$

is a copula if and only if $C$ and $D$ coincide on the boundaries of $R$ and $D$ is 2-increasing on $R$.
Thus, the choice of the function $D$ is crucial in order to define a bona fide copula $\widetilde{C}$. Different constructions have provided possible answers in a specific context. For instance, [89, Theorem 2.1] uses a similar reasoning in order to construct different copulas with the same diagonal section. The following result (slightly reformulated from [61, Theorem 2]) gives another general way of selecting an appropriate function $D$.

Proposition 4.16. [61, Theorem 2] Let $R=\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \subseteq[0,1]^{2}$ be a 2 -box in $[0,1]^{2}$. Let $C$ and $C^{f}$ be copulas and let $\beta_{R} \geq 0$. Define the function $D_{R}: R \rightarrow \mathbb{R}$ by

$$
D_{R}(x, y)=C(x, y)-\beta_{R} \cdot C^{f}\left(\frac{x-a_{1}}{b_{1}-a_{1}}, \frac{y-a_{2}}{b_{2}-a_{2}}\right) .
$$

Then

$$
\widetilde{C}(x, y)= \begin{cases}D_{R}(x, y)+\beta_{R} \cdot C\left(\frac{x-a_{1}}{b_{1}-a_{1}}, \frac{y-a_{2}}{b_{2}-a_{2}}\right) & \text { if }(x, y) \in R,  \tag{4.10}\\ C(x, y) & \text { otherwise },\end{cases}
$$

is a copula if the function $D_{R}$ is 2-increasing on $R$.
Note that the condition that $D_{R}$ be 2-increasing on $R$ for $\widetilde{C}$ to become a copula imposes restrictions on the possible choices of $R$ and $\beta_{R}$ in (4.10). In the cases $C=M$ and $C=W$, this condition leads to $R$ being a square centered around the main and opposite diagonal, respectively, only. In the case $C=\Pi$, for any 2-box $R, \beta_{R}$ can be chosen to be positive. From (4.10) it is clear that, if $C^{f}=C$, then also $C \upharpoonright_{R}=C$, i.e., the copula $C$ will not change its behavior on $R$.

Another way of determining the function $D$ in (4.9) is provided by rectangular patchwork techniques, as introduced in [84] for bivariate copulas and later discussed in [77] for multivariate copulas.

Proposition 4.17. [84, Theorem 2.2] Let $R=\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \subseteq[0,1]^{2}$ be a 2-box. Let $C$ and $C_{R}$ be bivariate copulas, put $\alpha_{R}=V_{C}(R)$, and define the function $\widetilde{C}:[0,1]^{2} \rightarrow[0,1]$ by

$$
\widetilde{C}(x, y)= \begin{cases}\alpha_{R} C_{R}\left(F_{R}^{1}(x), F_{R}^{2}(y)\right)+C\left(x, a_{2}\right)+C\left(a_{1}, y\right)-C\left(a_{1}, a_{2}\right) & \text { if }(x, y) \in R,  \tag{4.11}\\ C(x, y) & \text { otherwise },\end{cases}
$$

where the functions $F_{R}^{1}, F_{R}^{2}:[0,1] \rightarrow[0,1]$ are given by

$$
F_{R}^{1}(x)=\left\{\begin{array}{ll}
\frac{1}{\alpha_{R}} V_{C}\left(\left[a_{1}, x\right] \times\left[a_{2}, b_{2}\right]\right) & \text { if } \alpha_{R} \neq 0, \\
0 & \text { if } \alpha_{R}=0,
\end{array} \quad F_{R}^{2}(y)= \begin{cases}\frac{1}{\alpha_{R}} V_{C}\left(\left[a_{1}, b_{1}\right] \times\left[a_{2}, y\right]\right) & \text { if } \alpha_{R} \neq 0 \\
0 & \text { if } \alpha_{R}=0\end{cases}\right.
$$

Then the function $\widetilde{C}$ is a copula.
The copula $\widetilde{C}$ is called the rectangular patchwork of $\left(R, C_{R}\right)$ into the background copula $C$ and is denoted by $\widetilde{C}=C-\left\langle R, C_{R}\right\rangle$. Note that $\widetilde{C}$ will be different from $C$ if and only if $C_{R} \neq C$ and $\alpha_{R} \neq 0$ for the particular choice of $R$ and background copula $C$.

Applying a measure-theoretic view on the copulas involved, $\widetilde{C}$ can be equivalently expressed by

$$
\widetilde{C}(x, y)=\mu_{C}(([0, x] \times[0, y]) \backslash R)+\alpha_{R} C_{R}\left(\frac{1}{\alpha_{R}} \mu_{C}\left(\left[a_{1}, x\right] \times\left[a_{2}, b_{2}\right]\right), \frac{1}{\alpha_{R}} \mu_{C}\left(\left[a_{1}, b_{1}\right] \times\left[a_{2}, y\right]\right)\right),
$$

where $\mu_{C}$ is the measure induced by $C$ on the Borel sets of $[0,1]^{2}$ (see also Appendix A. 8 for additional details).
Remark 4.18. It is a matter of direct verification that $M$ - and $W$-ordinal sums with one single summand ( $a_{1}, b_{1}, C_{1}$ ) are represented via patchwork constructions of the type $M-\left\langle\left[a_{1}, b_{1}\right]^{2}, C_{1}\right\rangle$ and $W-\left\langle\left[a_{1}, b_{1}\right] \times\left[1-b_{1}, 1-a_{1}\right], C_{1}\right\rangle$. Analogous results can be formulated for the $\Pi$-ordinal sums.

Remark 4.19. By using similar arguments as in [61, Proposition 8], it can be shown that, for each copula $C_{1}$ and for every 2-box $R=\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \subseteq[0,1]^{2}$,

$$
M-\left\langle R, C_{1}\right\rangle= \begin{cases}M-\left\langle\left[\max \left\{a_{1}, a_{2}\right\}, \min \left\{b_{1}, b_{2}\right\}\right]^{2}, C_{1}\right\rangle & \text { if } R \cap\{(x, x) \mid x \in[0,1]\} \neq \emptyset, \\ M & \text { if } R \cap\{(x, x) \mid x \in[0,1]\}=\emptyset,\end{cases}
$$

i.e., the only 2 -boxes that can be considered in a rectangular patchwork with the background copula $M$ are squares centered around the main diagonal. Thus, in some sense, the classical ordinal sum construction is the only patchwork construction whose background copula is $M$.

Analogously, the only 2-boxes that can be considered for a rectangular patchwork construction with the background copula $W$ are squares centered along the opposite diagonal of $[0,1]^{2}$.

Interestingly, it can be proved that any copula $\widetilde{C}$ of type (4.9) can be represented in terms of a suitable rectangular patchwork, as the following result shows (compare also [84]).

Proposition 4.20. Let $R=\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \subseteq[0,1]^{2}$ be a 2-box. Let $C$ be a copula and let $D: R \rightarrow[0,1]$ be a function. Then $\widetilde{C}$ in (4.9) is a copula if and only if there exists a copula $C_{R}$ such that $\widetilde{C}=C-\left\langle R, C_{R}\right\rangle$.

Proof. Let $\widetilde{C}$ be a copula. We distinguish two cases.
$V_{C}(R)=0$ : Then $V_{D}(R)=0$ (since $C$ and $D$ coincide on the boundaries of $R$ ). Moreover, in view of the monotonicity of the $C$-volume with respect to the inclusion of sets, also $V_{D}\left(\left[a_{1}, x\right] \times\left[a_{2}, y\right]\right)=0$ for every $(x, y) \in R$. By the definition of the $D$-volume of a 2-box, it follows that

$$
D(x, y)=D\left(x, a_{2}\right)+D\left(a_{1}, y\right)-D\left(a_{1}, a_{2}\right)=C\left(x, a_{2}\right)+C\left(a_{1}, y\right)-C\left(a_{1}, a_{2}\right) .
$$

$\alpha_{R}=V_{C}(R)>0$ : Since $\widetilde{C}$ is a copula, $D$ is continuous. Thus, $\widetilde{D}: R \rightarrow[0,1]$ defined by

$$
\begin{equation*}
\widetilde{D}(x, y)=\frac{V_{D}\left(\left[a_{1}, x\right] \times\left[a_{2}, y\right]\right)}{\alpha_{R}} \tag{4.12}
\end{equation*}
$$

is a continuous distribution function supported on $R$. Thus, in view of Sklar's Theorem (see Theorem A. 8 in Appendix A.7), it follows that a unique copula $C_{R}$ exists so that

$$
\widetilde{D}(x, y)=C_{R}\left(\frac{V_{D}\left(\left[a_{1}, x\right] \times\left[a_{2}, b_{2}\right]\right)}{\alpha_{R}}, \frac{V_{D}\left(\left[a_{1}, b_{1}\right] \times\left[a_{2}, y\right]\right)}{\alpha_{R}}\right) .
$$

Now, from the equality

$$
D(x, y)-D\left(x, a_{2}\right)-D\left(a_{1}, y\right)+D\left(a_{1}, a_{2}\right)=V_{D}\left(\left[a_{1}, x\right] \times\left[a_{2}, y\right]\right)=\alpha_{R} \widetilde{D}(x, y)
$$

it follows that

$$
D(x, y)=\alpha_{R} \widetilde{D}(x, y)+C\left(x, a_{2}\right)+C\left(a_{1}, y\right)-C\left(a_{1}, a_{2}\right)
$$

The reverse implication coincides with Proposition 4.17.
Remark 4.21. Let $(U, V)$ be a random vector distributed according to $\widetilde{C}$ of Proposition 4.20. Assume $V_{C}(R)>0$. Then $\widetilde{D}$ of (4.12) is the conditional distribution function of $(U, V)$ given $(U, V) \in R$, while $C_{R}$ represents its unique copula. Thus, $C_{R}$ provides information about the probability mass distribution of $\widetilde{C}$ in the 2-box $R$.

The rectangular patchwork construction can also be interpreted as a patchwork operator, i.e., as a mapping that, starting with a background copula $C$, a copula $C_{R}$ and a 2-box $R \subseteq[0,1]^{2}$, produces another copula $\widetilde{C}$ that coincides with $C$ on the whole copula domain but in the fixed 2-box $R$. As such, the method allows us to change the behavior of $C$ in a specific part of its domain, a feature that is particularly helpful to introduce asymmetries and fat tails (see, for instance, [85]).

Specifically, let $\mathscr{R}$ denote the set of all 2-boxes $R \subseteq[0,1]^{2}$. The mapping

$$
\Psi: \mathscr{C}_{2} \times \mathscr{R} \times \mathscr{C}_{2} \rightarrow \mathscr{C}_{2}, \quad\left(C, R, C_{R}\right) \longmapsto \widetilde{C}
$$

where $\widetilde{C}$ is given by (4.11), is called the patchwork operator associated with the background copula $C$. For a fixed $C$ and $R$, the mapping $(C, R, \cdot) \longmapsto \widetilde{C}$ verifies the following properties:
(i) the mapping $(C, R, \cdot) \longmapsto \widetilde{C}$ is continuous with respect to the $L^{\infty}$ norm in the space $\mathscr{C}_{2}$ of copulas (see [77, Theorem 6]);
(ii) if $V_{C}(R)>0$ then $C$ is the unique fixed point of the mapping $(C, R, \cdot) \longmapsto \widetilde{C}$.

For a fixed background copula $C$, sequences of 2 -boxes $\left(R_{k}\right)_{k \in\{1, \ldots, N\}}$ and corresponding copulas $\left(C_{k}\right)_{k \in\{1, \ldots, N\}}$ with $N \in \mathbb{N}$, the patchwork operator $\psi$ can be applied recursively, generating a sequence of copulas $\left(\widetilde{C}_{k}\right)_{k \in\{0,1, \ldots, N\}}$ such that for all $k \in\{2, \ldots, N\}$

$$
\begin{aligned}
& \widetilde{C}_{0}=C \\
& \widetilde{C}_{1}=\Psi\left(C, R_{1}, C_{1}\right)=C-\left\langle R_{1}, C_{1}\right\rangle \\
& \widetilde{C}_{k}=\Psi\left(\widetilde{C}_{k-1}, R_{k}, C_{k}\right)=\widetilde{C}_{k-1}-\left\langle R_{k}, C_{k}\right\rangle
\end{aligned}
$$

Remark 4.22. If two 2 -boxes $R_{i}$ and $R_{j}$, with $i, j \in\{1, \ldots, N\}$ and $i \neq j$ are such that $R_{i} \cap R_{j}=\partial R_{i} \cap \partial R_{j}$, then for every background copula $C$ we have

$$
\Psi\left(C-\left\langle R_{i}, C_{i}\right\rangle, R_{j}, C_{j}\right)=\Psi\left(C-\left\langle R_{j}, C_{j}\right\rangle, R_{i}, C_{i}\right)=C-\left\langle\left(R_{k}, C_{k}\right)_{k \in\{i, j\}}\right.
$$

In other words, one can transform the values assumed by the background copula $C$, first in the subdomain $R_{i}$, and then in $R_{j}$, or the other way around, without changing the final output.

Assuming that $R_{i} \cap R_{j}=\partial R_{i} \cap \partial R_{j}$ for all $i, j \in \underset{\sim}{\mathcal{C}}\{1, \ldots, N\}$ with $i \neq j$ and following the notation for rectangular patchworks as introduced in [85], it follows that $\widetilde{C}_{N}=C-\left\langle\left(R_{k}, C_{k}\right)_{k \in\{1, \ldots, N\}}\right\rangle$. Such a copula $\widetilde{C}_{N}$ is obtained by changing the values assumed by the background copula $C$ in each of the 2-boxes $R_{k}$ by using the information provided by $C_{k}$.

Note that in case of 2-boxes with overlapping interiors the order in which the patchwork operator is applied may lead to different results as the following example illustrates:

Example 4.23. Choose $C=\Pi$ as background copula. Consider the two 2-boxes $R_{1}=\left[0, \frac{1}{2}\right]^{2}$ and $R_{2}=\left[\frac{1}{4}, \frac{3}{4}\right]^{2}$ with corresponding copulas $C_{1}=M$ and $C_{2}=W$. Clearly, $R_{1} \cap R_{2}=\left[\frac{1}{4}, \frac{1}{2}\right]^{2} \neq \partial R_{1} \cap \partial R_{2}$.


Fig. 3. Applying the patchwork operator consecutively in the case of overlapping 2-boxes, leading to $\Psi\left(\widetilde{C}_{(1)}, R_{2}, W\right) \neq \Psi\left(\widetilde{C}_{(2)}, R_{1}, M\right)$ (see Example 4.23).

We will apply the patchwork operator in two different orders. For better readability we will denote the resulting copula $\widetilde{C}$ with a subscript tuple indicating the sequence of 2 -boxes (and corresponding copulas) used.

Applying first the patchwork operator $\Psi$ to $\Pi$ on $R_{1}$ by means of $M$ and second on $R_{2}$ by $W$ leads to the copula $\widetilde{C}_{(1,2)}=\Psi\left(\Pi-\left\langle R_{1}, M\right\rangle, R_{2}, W\right)$.

Applying first the patchwork operator $\Psi$ to $\Pi$ on $R_{2}$ by means of $W$ and second on $R_{1}$ by $M$ leads to the copula $\widetilde{C}_{(2,1)}=\Psi\left(\Pi-\left\langle R_{2}, W\right\rangle, R_{1}, M\right)$. The copulas $\widetilde{C}_{(1)}, \widetilde{C}_{(2)}, \widetilde{C}_{(1,2)}$ and $\widetilde{C}_{(2,1)}$ are depicted along with their contour plots in Fig. 3. As can be seen immediately, the resulting copulas are different, i.e., $\widetilde{C}_{(1,2)} \neq \widetilde{C}_{(2,1)}$ (even outside of $R_{1} \cap R_{2}$ ).

Ordinal sums of Propositions 4.1 and 4.4 with countable index set $K$ can be obtained by applying the mapping $\Psi\left(C, R_{k}, C_{k}\right)$ (for some suitable $R_{k}$ ) iteratively by starting with $C$ being one of the basic copulas $M, W$ and $\Pi$ as a background copula. Here, the key condition is that $R_{i} \cap R_{j}=\partial R_{i} \cap \partial R_{j}$ for all $i, j \in K, i \neq j$. In particular, if $R_{k}$ is, for every $k \in K$, defined by (4.7), then the patchworks $M-\left(\left\langle R_{k}, C_{k}\right\rangle\right)_{k \in K}, W-\left(\left\langle R_{k}, C_{k}\right\rangle\right)_{k \in K}$ and $\Pi-\left(\left\langle R_{k}, C_{k}\right\rangle\right)_{k \in K}$ will correspond to the ordinal sums as introduced in Propositions 4.1 and 4.4.

Remark 4.24. The bounds for copulas expressed via patchwork representation are obtained from the FréchetHoeffding bounds for copulas. In fact, the following inequalities hold:

$$
\begin{aligned}
W & \leq W-\left(\left\langle R_{k}, C_{k}\right\rangle\right)_{k \in K} \leq W-\left(\left\langle R_{k}, M\right\rangle\right)_{k \in K}, \\
M-\left(\left\langle R_{k}, W\right\rangle\right)_{k \in K} & \leq M-\left(\left\langle R_{k}, C_{k}\right\rangle\right)_{k \in K} \leq M, \\
\Pi-\left(\left\langle R_{k}, W\right\rangle\right)_{k \in K} & \leq \Pi-\left(\left\langle R_{k}, C_{k}\right\rangle\right)_{k \in K} \leq \Pi-\left(\left\langle R_{k}, M\right\rangle\right)_{k \in K} .
\end{aligned}
$$

### 4.2. Ordinal sum representations

Obviously, every copula $C$ can be represented by means of the trivial ordinal sum $C=(\langle 0,1, C\rangle)$ for each type of ordinal sums introduced in Propositions 4.1 and 4.4. Here we revisit some (known) representations by providing alternative proofs based on the patchwork techniques developed in [85].

### 4.2.1. Special case: $M$-ordinal sum

The equivalence between the properties (i) and (iii) in the following Proposition was established, albeit with a different proof in [198, Theorem 3.2.1] and in [183, Theorem 3.3]. The proof below uses a characterization of 2increasing functions given in [85].

Proposition 4.25. Consider a copula $C \in \mathscr{C}_{2}$. Then the following are equivalent:
(i) There exists some $a \in] 0,1[$ such that $C(a, a)=M(a, a)=a$.
(ii) There exists some $a \in] 0,1[$ with $C(x, y)=M(x, y)$ whenever $a \in\{x, y\}$.
(iii) $C$ is a non-trivial $M$-ordinal sum, i.e., there exist at least one $a \in] 0,1\left[\right.$ and some copulas $C_{1}, C_{2}$ such that

$$
C=M-\left(\left\langle 0, a, C_{1}\right\rangle,\left\langle a, 1, C_{2}\right\rangle\right) .
$$

Proof. (i) $\Longrightarrow$ (ii). Assume that there exists some $a \in] 0,1[$ which is an idempotent element of $C$, i.e., for which $C(a, a)=a=M(a, a)$. Then, for every $z \in[a, 1]$, the following hold because of the monotonicity of $C$ :

$$
\begin{aligned}
& a=C(a, a) \leq C(a, z) \leq C(a, 1)=a \quad \Longrightarrow \quad C(a, z)=a=M(a, z), \\
& a=C(a, a) \leq C(z, a) \leq C(1, a)=a \quad \Longrightarrow \quad C(z, a)=a=M(z, a) .
\end{aligned}
$$

On the other hand, the 1-Lipschitz property of copulas leads, for each $(x, y) \in[0, a]^{2}$, to

$$
|C(a, a)-C(a, y)| \leq|a-y| \quad \text { and } \quad|C(a, a)-C(x, a)| \leq|a-x|
$$

so that

$$
y \leq C(a, y) \leq M(a, y)=y \quad \text { and } \quad x \leq C(x, a) \leq M(x, a)=x .
$$

Summarizing, we obtain $C(x, y)=M(x, y)$ whenever $a \in\{x, y\}$.
(ii) $\Longrightarrow$ (iii). Assume that, for some $a \in] 0,1[, C$ coincides with $M$ whenever $a$ appears among its arguments. By $a \in$ $] 0,1\left[\right.$, the domain $[0,1]^{2}$ is divided into four different subdomains $R_{1}=[0, a]^{2}, R_{2}=[a, 1]^{2}$ and $R_{3}=[0, a] \times[a, 1]$, $R_{4}=[a, 1] \times[0, a]$. Each restriction $C \upharpoonright_{R_{k}}$ leads to a continuous, increasing and 2-increasing function with given margins determined by $M$. Note that for each of the subdomains we obtain:

$$
\alpha_{1}=V_{C}\left(R_{1}\right)=a, \quad \alpha_{2}=V_{C}\left(R_{2}\right)=1-a, \quad \alpha_{3}=V_{C}\left(R_{3}\right)=0, \quad \alpha_{4}=V_{C}\left(R_{4}\right)=0 .
$$

Following [85, Theorem 2.1], the restrictions of $C$ to $R_{3}$ and $R_{4}$ is given by, respectively,

$$
\begin{aligned}
& C \upharpoonright_{R_{3}}(x, y)=C(x, a)+C(0, y)-C(0, a)=C(x, a)=M(x, a)=x=M(x, y), \\
& C \upharpoonright_{R_{4}}(x, y)=C(x, 0)+C(a, y)-C(a, 0)=C(a, y)=M(a, y)=y=M(x, y) .
\end{aligned}
$$

Following again [85, Theorem 2.1], for $C$ restricted to $R_{1}$ there exists a unique copula $C_{1}$ such that

$$
C \upharpoonright_{R_{1}}(x, y)=a \cdot C_{1}\left(\frac{x}{a}, \frac{y}{a}\right) .
$$

In an analogous way one can argue that there exists a unique copula $C_{2}$ such that

$$
C \upharpoonright_{R_{2}}(x, y) C_{2}\left(\frac{V_{C}([a, x] \times[a, 1]}{\alpha_{2}}, \frac{V_{C}([a, 1] \times[a, y]}{\alpha_{2}}\right)+C(x, a)+C(a, y)-C(a, a)=a+(1-a) \cdot C_{2}\left(\frac{x-a}{1-a}, \frac{y-a}{1-a}\right),
$$

showing that indeed $C=M-\left(\left\langle 0, a, C_{1}\right\rangle,\left\langle a, 1, C_{2}\right\rangle\right)$ with the copulas $C_{1}$ and $C_{2}$ given by

$$
C_{1}(x, y)=\frac{1}{a} C(a \cdot x, a \cdot y) \quad \text { and } \quad C_{2}(x, y)=\frac{1}{1-a} \cdot(C(x(1-a)+a, y(1-a)+a)-a) .
$$

Finally, (iii) immediately implies (i), since $C(a, a)=a$ for any $M$-ordinal sum $C=M$-( $\left.\left\langle 0, a, C_{1}\right\rangle,\left\langle a, 1, C_{2}\right\rangle\right)$.
Proposition 4.25 means that identifying a single idempotent element, i.e., a single point $a$ on the diagonal where $C$ acts like $M$, suffices for describing the copula $C$ as a non-trivial ordinal sum of some copulas $C_{1}$ and $C_{2}$ which themselves may well be $M$-ordinal sums again. Note that it is essential that $a$ is an element of the diagonal as the following example illustrates (compare also [198, Theorem 3.2.3]).

Example 4.26. Let $C$ be a copula and suppose that $C(a, b)=M(a, b)$ with $(a, b) \in] 0,1\left[{ }^{2}\right.$ and $a \neq b$. Then the function $D:[0,1]^{2} \rightarrow[0,1]$ defined by

$$
D(x, y)=\max \left\{W(x, y), M(a, b)-(a-x)^{+}-(b-y)^{+}\right\}
$$

with $t^{+}=\max \{0, t\}$ is a copula fulfilling $D(a, b)=M(a, b)=C(a, b)$. However, D has no non-trivial idempotent element, i.e., $D(x, x) \neq x$ for all $x \in] 0$, $1[:$ In case $D(x, x)=W(x, x), D(x, x)=x$ holds for $x \in\{0,1\}$ only. In case $D(x, x)>W(x, x)$, we obtain

$$
M(a, b)-(a-x)^{+}-(b-x)^{+}= \begin{cases}2 x-\max \{a, b\} & \text { if } x \in[0, \min \{a, b\}[, \\ M(a, b)-\max \{a, b\}+x & \text { if } x \in[\min \{a, b\}, \max \{a, b\}], \\ M(a, b) & \text { if } x \in] \max \{a, b\}, 1]\end{cases}
$$

Each of these cases leads to a contradiction when $D(x, x)=x$ is assumed. Therefore, $D$ is not an $M$-ordinal sum.

### 4.2.2. Special case: W-ordinal sum

When considering now $W$-ordinal sums note that the equivalence between the properties (i) and (iii) in the following proposition was already established in [184, Proposition 2]. Though by applying the results on symmetries for $M$ - and $W$-ordinal sums as outlined in Proposition 4.9 the following three equivalent statements may be obtained immediately:

Proposition 4.27. Consider a copula $C \in \mathscr{C}_{2}$. Then the following are equivalent:
(i) There exists some $a \in] 0,1[$ such that $C(a, 1-a)=W(a, 1-a)$.
(ii) There exists some $a \in] 0,1[$ with $C(a, y)=W(a, y)$ and $C(x, 1-a)=W(x, 1-a)$ for all $x, y \in[0,1]$.
(iii) $C$ is a non-trivial $W$-ordinal sum, i.e., there exist at least one $a \in] 0,1\left[\right.$ and some copulas $C_{1}, C_{2}$ such that

$$
C=W-\left(\left\langle 0, a, C_{1}\right\rangle,\left\langle a, 1, C_{2}\right\rangle\right) .
$$

Proof. Consider a copula $C$ and its transformation induced by the $\sigma_{2}$ symmetry given by $C^{\sigma_{2}}(x, y)=x-C(x, 1-y)$ (compare Appendix A.9). Assume that there exists some $a \in] 0$, $1[$ with $C(a, 1-a)=W(a, 1-a)=0$. Then

$$
C^{\sigma_{2}}(a, a)=a-C(a, 1-a)=a-W(a, 1-a)=a,
$$

i.e., $C^{\sigma_{2}}$ possesses a non-trivial idempotent element $a$ and, according to Proposition 4.25, $C^{\sigma_{2}}(x, y)=M(x, y)$ whenever $a \in\{x, y\}$ and $C^{\sigma_{2}}=M-\left(\left\langle 0, a, \tilde{C}_{1}\right\rangle,\left\langle a, 1, \tilde{C}_{2}\right\rangle\right)$ for some copulas $\tilde{C}_{1}$ and $\tilde{C}_{2}$. As a consequence,

$$
\begin{aligned}
& M(a, 1-y)=C^{\sigma_{2}}(a, 1-y)=a-C(a, y) \Longleftrightarrow C(a, y)=a-M(a, 1-y)=\max \{a+y-1,0\}=W(a, y), \\
& M(x, a)=C^{\sigma_{2}}(x, a)=x-C(x, 1-a) \Longleftrightarrow C(x, 1-a)=x-M(x, a)=\max \{x-a, 0\}=W(x, 1-a) .
\end{aligned}
$$

By $C(x, y)=x-C^{\sigma_{2}}(x, 1-y)$ we obtain from Proposition 4.1

$$
C(x, y)= \begin{cases}x-a \cdot \tilde{C}_{1}\left(\frac{x}{a}, \frac{1-y}{a}\right) & \text { if }(x, y) \in[0, a] \times[1-a, 1] \\ x-a+(1-a) \cdot \tilde{C}_{2}\left(\frac{x-a}{1-a}, \frac{1-y-a}{1-a}\right) & \text { if }(x, y) \in[a, 1] \times[0,1-a] \\ x-M(x, 1-y)=W(x, y) & \text { otherwise },\end{cases}
$$

illustrating that $C$ follows the required $W$-ordinal sum structure. Defining $C_{1}=\tilde{C}_{1}{ }^{\sigma_{2}}$ and $C_{2}=\tilde{C}_{2}{ }^{\sigma_{2}}$, we obtain

$$
\begin{aligned}
x-a \cdot \tilde{C}_{1}\left(\frac{x}{a}, \frac{1-y}{a}\right) & =a \cdot C_{1}\left(\frac{x}{a}, \frac{a+y-1}{a}\right), \\
x-a+(1-a) \cdot \tilde{C}_{2}\left(\frac{x-a}{1-a}, \frac{1-y-a}{1-a}\right) & =(1-a) \cdot C_{2}\left(\frac{x-a}{1-a}, \frac{y}{1-a}\right),
\end{aligned}
$$

showing that indeed $C=W-\left(\left\langle 0, a, C_{1}\right\rangle,\left\langle a, 1, C_{2}\right\rangle\right)$.
Similar to the case of $M$-ordinal sums, the property $C(a, b)=W(a, b)$ for some $b \neq 1-a$ is not sufficient for proving that $C$ is indeed a $W$-ordinal sum.

Example 4.28 (Example 4.26 continued). Note that the copula $D$ defined in Example 4.26 is a $W$-ordinal sum, since we have $D(1+a-b, b-a)=0$ whenever $M(a, b)=a$, and $D(a-b, 1-a+b)=0$ whenever $M(a, b)=b$.

### 4.2.3. Special case: $П$-ordinal sums

Finally, we consider the case of $\Pi$-horizontal and $\Pi$-vertical ordinal sums. Different to $M$ - and $W$-ordinal sums no single point on some specific subdomain of $[0,1]^{2}$ can be identified which induces the ordinal sum structure, but horizontal or vertical sections where the ordinal sum coincides with $\Pi$ are needed. Note that a proof of the following equivalent statements has been established already in [216, Proposition 2.2], we here provide an alternative proof based on the patchwork techniques discussed also in Subsection 4.1.

## Proposition 4.29. Consider a copula $C \in \mathscr{C}_{2}$. Then the following are equivalent:

(i) There exists some $a \in] 0,1[$ with $C(x, a)=\Pi(x, a)$ for all $x \in[0,1]$.
(ii) $C$ is a non-trivial $\Pi$-horizontal ordinal sum, i.e., there exist some $a \in] 0,1\left[\right.$ and some copulas $C_{1}, C_{2}$ such that

$$
C=\Pi^{(\mathbf{h})}-\left(\left\langle 0, a, C_{1}\right\rangle,\left\langle a, 1, C_{2}\right\rangle\right) .
$$

Proof. It is obvious that any $\Pi$-horizontal ordinal sum $C=\Pi^{(\mathbf{h})}-\left(\left\langle 0, a, C_{1}\right\rangle,\left\langle a, 1, C_{2}\right\rangle\right)$ also fulfills both

$$
C(x, a)=a \cdot C_{1}(x, 1)=a \cdot x=\Pi(x, a) \quad \text { and } \quad C(x, a)=a \cdot x+(1-a) \cdot C_{2}(x, 0)=a \cdot x=\Pi(x, a) .
$$

On the other hand, assume that $C(x, a)=\Pi(x, a)$ for some $a \in] 0,1[$, i.e., the horizontal section of $C$ at $y=a$ coincides with $\Pi$ and splits $[0,1]^{2}$ into the two 2-boxes $R_{1}=[0,1] \times[0, a]$ and $R_{2}=[0,1] \times[a, 1]$ with

$$
\alpha_{1}=V_{C}\left(R_{1}\right)=a \quad \text { and } \quad \alpha_{2}=V_{C}\left(R_{2}\right)=1-a .
$$

Again, according to [85, Theorem 2.1] and Proposition 4.20, there exist unique copulas $C_{1}$ and $C_{2}$ such that

$$
\begin{aligned}
& C \upharpoonright_{R_{1}}(x, y)=a \cdot C_{1}\left(x, \frac{y}{a}\right) \quad \text { for all }(x, y) \in R_{1}, \\
& C \upharpoonright_{R_{2}}(x, y)=a \cdot x+(1-a) \cdot C_{2}\left(x, \frac{y-a}{1-a}\right) \quad \text { for all }(x, y) \in R_{2},
\end{aligned}
$$

showing that $C=\Pi^{(\mathbf{h})}-\left(\left\langle 0, a, C_{1}\right\rangle,\left\langle a, 1, C_{2}\right\rangle\right)$.
Using analogous arguments as in the proof of Proposition 4.29, the representation as a vertical ordinal sum can be shown.

Corollary 4.30. Consider a copula $C \in \mathscr{C}_{2}$. Then the following are equivalent:
(i) There exists some $a \in] 0$, $1[$ with $C(a, y)=\Pi(a, y)$ for all $y \in[0,1]$.
(ii) $C$ is a non-trivial $\Pi$-vertical ordinal sum, i.e., there exist some $a \in] 0,1\left[\right.$ and some copulas $C_{1}, C_{2}$ such that

$$
C=\Pi^{(\mathbf{v})}-\left(\left\langle 0, a, C_{1}\right\rangle,\left\langle a, 1, C_{2}\right\rangle\right) .
$$

Obviously, any copula $C$ with a non-trivial ordinal sum representation can either be a $M$-, a $W$-, or a $\Pi$-ordinal sum, so these ordinal sum representations mutually exclude each other. As a consequence, $\Pi$ - and $W$-ordinal sums never have non-trivial idempotent elements; on the other hand $\Pi$ - and $M$-ordinal sums $C$ fulfill $C(x, 1-x) \neq W(x, 1-x)=$ 0 for all $x \in] 0,1\left[\right.$. $M$ - and $W$-ordinal sums act like $M$ and $W$, respectively, on some non-trivial subdomains of $[0,1]^{2}$, though in case of the $\Pi$-ordinal sum the set on which the ordinal sum coincides with $\Pi$ may consist of horizontal or vertical sections only.

If a copula $C$ coincides with $\Pi$ on some vertical as well as on some horizontal section it may be represented as a $\Pi$-vertical ordinal sum of two $\Pi$-horizontal ordinal sum copulas or vice-versa (compare with [151] and [85]).

## 5. Ordinal sums and the Markov product

In this section, we present an exemplary case where ordinal sums of copulas have appeared naturally in a purely probabilistic context, namely the study of Markov chains (see [168]).

DARSOW ET AL. [55] introduced the following binary operation on $\mathscr{C}_{2}$ : if $A$ and $B$ are copulas, a new copula $A * B$ is defined via

$$
(A * B)(x, y)=\int_{0}^{1} \partial_{2} A(x, t) \partial_{1} B(t, y) d t
$$

which is called the Markov product of $A$ and $B$. This operation has the following interpretation: let $X_{0}, X_{1}, X_{2}$ be a Markov chain of continuous random variables and let $A$ be the copula of $\left(X_{0}, X_{1}\right)$ and let $B$ be the copula of $\left(X_{1}, X_{2}\right)$. Then $A * B$ is the copula of $\left(X_{0}, X_{2}\right)$. Thus, the Markov product is able to describe the dependence among the first and last element of the random sequence given some partial information.

In particular, a copula $C$ is said to be idempotent with respect to the Markov product if $C * C=C$. The set of idempotent copulas will be denoted by $\mathscr{C}_{\mathrm{id}} \cdot{ }^{1}$ Idempotent copulas are particularly important in the study of (homogeneous) Markov chains since, if $C$ is idempotent, then the $n$-fold Markov product of $C$ with itself remains equal to $C$ and, hence, the Markov chain in question is stationary.

In [55] it was recognized that the bivariate copulas $\Pi$ and $M$ are idempotent, and in the same paper a further example was provided, for $\alpha \in] 0,1[$, by the ordinal sum

$$
\begin{equation*}
C_{\alpha}(x, y)=\frac{\Pi(x, y)}{\alpha} \mathbf{1}_{[0, \alpha]^{2}}(x, y)+M(x, y) \mathbf{1}_{[0,1]^{2} \backslash[0, \alpha]^{2}}(x, y) . \tag{5.1}
\end{equation*}
$$

These were the only examples in the literature of copulas belonging to $\mathscr{C}_{\text {id }}$ until countably generated idempotent copulas were introduced in [10] by exploiting the one-to-one correspondence between copulas and Markov operators.

We recall that a Markov operator in the probability space $(\Omega, \mathscr{F}, \mathbb{P})$ is a linear operator $T: L^{\infty} \rightarrow L^{\infty}$ that is (a) positive, i.e., $T f \geq 0$ whenever $f \geq 0$, and satisfies (b) $T \mathbf{1}=\mathbf{1}$, where 1 denotes the constant function $f \equiv 1$, and (c) $\mathbb{E}(T f)=\mathbb{E}(f)$ for every $f \in L^{\infty}$, where $\mathbb{E}(f)=\int f d \mathbb{P}$. The $L^{\infty}$ operator norm $\|T\|_{\infty}$ of $T$ is equal to 1 ; moreover $T$ can be extended to $L^{1}$ and its $L^{1}$-norm still equals 1 , i.e., $\|T\|_{1}=1$.

In [201] it was shown that, when the probability space is $([0,1], \mathscr{B}([0,1]), \lambda)$, where $\lambda$ is the Lebesgue measure on the Borel sets $\mathscr{B}([0,1])$ of $[0,1]$, the following one-to-one correspondence exists between copulas and Markov operators. Given a copula $C$, the operator $T_{C}$ defined on $L^{1}=L^{1}([0,1], \mathscr{B}([0,1]), \lambda)$ via

$$
\left(T_{C} f\right)(x)=\frac{d}{d x} \int_{0}^{1} \partial_{2} C(x, t) f(t) d t
$$

is a Markov operator. Conversely, if $T$ is a Markov operator on $([0,1], \mathscr{B}([0,1]), \lambda)$, the function $C_{T}:[0,1]^{2} \rightarrow[0,1]$ defined by

$$
\begin{equation*}
C_{T}(x, y)=\int_{0}^{x}\left(T \mathbf{1}_{[0, y]}\right)(s) d s \tag{5.2}
\end{equation*}
$$

is a copula. If $A$ and $B$ are copulas and $T_{A}$ and $T_{B}$ are the corresponding Markov operators, then

$$
\begin{equation*}
T_{A} \circ T_{B}=T_{A * B} \tag{5.3}
\end{equation*}
$$

which implies that the operation $*$ on $\mathscr{C}_{2}$ is associative. By recourse to Pfanzagl's characterization of conditional expectations [209] one can prove, see [230], that a Markov operator is a conditional expectation if and only if it is idempotent with respect to the composition of operators, i.e., if and only if $T^{2}=T \circ T=T$. It follows from (5.3) that the Markov operator $T_{C}$ is a conditional expectation if and only if the copula $C$ is in $\mathscr{C}_{\text {id }}$.

As a consequence, there is also a one-to-one correspondence between the set $\mathscr{C}_{\text {id }} \subset \mathscr{C}_{2}$ and the sub- $\sigma$-algebras of $\mathscr{B}([0,1])$ or, equivalently, between $\mathscr{C}_{\text {id }}$ and the family of conditional expectations on $([0,1], \mathscr{B}([0,1]), \lambda)$ with respect to sub- $\sigma$-algebras of $\mathscr{B}([0,1])$. The conditional expectation with respect to a given $\sigma$-algebra can be used to replace the Markov operator $T$ in (5.2) and then to generate a copula that automatically belongs to $\mathscr{C}_{\text {id }}$. In the following, only conditional expectations with respect to sub- $\sigma$-algebras of $\mathscr{B}([0,1])$ generated by a countable partition of the unit

[^1]interval [ 0,1 ] will be considered. The points $0=a_{0}<a_{1}<\cdots<a_{n}$ in [0, 1], with either $a_{n}=1$ or $\left(a_{n}\right)_{n \geq 1} \rightarrow 1$, give rise to the partition of $[0,1]$
\[

$$
\begin{equation*}
\left.\left.[0,1]=\left[a_{0}, a_{1}\right] \cup\left(\bigcup_{k>1}\right] a_{k}, a_{k+1}\right]\right) \cup\{1\} . \tag{5.4}
\end{equation*}
$$

\]

The last element in this latter union, the singleton $\{1\}$, is missing when there are only a finite number of points $a_{k}$. Write $\left(a_{k}, a_{k+1}\right)$ to denote the interval $\left.] a_{k}, a_{k+1}\right]$ for $k \geq 1$ and $\left[a_{0}, a_{1}\right]$ for $k=0$, and $\mathscr{F}\left(\left\{a_{k}\right\}\right)$ to denote the sub- $\sigma$ algebra generated by the partition (5.4). Then, if $f$ is in $L^{1}$, the conditional expectation of $f$ with respect to $\mathscr{F}\left(\left\{a_{k}\right\}\right)$ is given by

$$
\mathbb{E}_{\mathscr{F}\left(\left\{a_{k}\right\}\right)} f=\sum_{k \geq 0} \frac{\mathbf{1}_{\left(a_{k}, a_{k+1}\right)}}{a_{k+1}-a_{k}} \int_{a_{k}}^{a_{k+1}} f d \lambda
$$

If $y \in\left(a_{k}, a_{k+1}\right)$, one easily has

$$
\mathbb{E}_{\mathscr{F}\left(\left\{a_{k}\right\}\right)} \mathbf{1}_{[0, y]}=\sum_{j=0}^{k-1} \mathbf{1}_{\left(a_{j}, a_{j+1}\right)}+\mathbf{1}_{\left(a_{k}, a_{k+1}\right)} \frac{y-a_{k}}{a_{k+1}-a_{k}}=\mathbf{1}_{\left(0, a_{k}\right)}+\mathbf{1}_{\left(a_{k}, a_{k+1}\right)} \frac{y-a_{k}}{a_{k+1}-a_{k}} .
$$

After a few easy calculations the corresponding copula is

$$
C_{\mathscr{F}\left(\left\{a_{k}\right\}\right)}(x, y)= \begin{cases}a_{k}+\frac{\left(x-a_{k}\right)\left(y-a_{k}\right)}{a_{k+1}-a_{k}} & \text { if }(x, y) \in\left[a_{k}, a_{k+1}\right]^{2},  \tag{5.5}\\ M(x, y) & \text { otherwise }\end{cases}
$$

which is an ordinal sum of independence copulas, i.e., $C_{\mathscr{F}\left(\left\{a_{k}\right\}\right)}=M-\left(\left\langle a_{0}, a_{1}, \Pi\right\rangle, \ldots,\left\langle a_{k}, a_{k+1}, \Pi\right\rangle, \ldots\right)$ (see also [182, Section 5]). The following result establishes that ordinal sums of this latter type play an important role in $\mathscr{C}_{\text {id }}$.

Theorem 5.1. [10, Theorem 2] The set of all $M$-ordinal sums of type $M-\left(\left\langle a_{k}, b_{k}, \Pi\right\rangle\right)_{k \in K}$ is dense in the set of idempotent copulas $\mathscr{C}_{i d}$ with respect to the topology of uniform convergence in $[0,1]^{2}$.

Interestingly, under some additional conditions on the copula, $M$-ordinal sums of type $M-\left(\left\langle a_{k}, b_{k}, \Pi\right\rangle\right)_{k \in K}$ can be characterized in the following way.

Theorem 5.2. [235, Theorem 5.1] Let $C$ be stochastically increasing in the first variable, i.e., $u_{1} \mapsto \partial_{1} C\left(u_{1}, u_{2}\right)$ is decreasing for almost all $u_{1} \in[0,1]$. Then $C$ is in $\mathscr{C}_{\text {id }}$ if and only if $C=M-\left(\left\langle a_{k}, b_{k}, \Pi\right\rangle\right)_{k \in K}$.

Clearly, Theorem 5.2 also holds if $C$ be stochastically increasing in the second variable, i.e., $u_{2} \mapsto \partial_{2} C\left(u_{1}, u_{2}\right)$ is decreasing for almost all $u_{2} \in[0,1]$.

Moreover, notice that the Markov product of $C=M-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}$ by itself is given (see [11]) by

$$
(C * C)(x, y)= \begin{cases}a_{k}+\left(b_{k}-a_{k}\right)\left(C_{k} * C_{k}\right)\left(\frac{x-a_{k}}{b_{k}-a_{k}}, \frac{y-a_{k}}{b_{k}-a_{k}}\right) & \text { if }(x, y) \in\left[a_{k}, b_{k}\right]^{2},  \tag{5.6}\\ M(x, y) & \text { otherwise. }\end{cases}
$$

Therefore, the ordinal sum $C$ is in $\mathscr{C}_{\text {id }}$ if and only if so is the copula $C_{k}$ for every $k \in K$. Notice that the copula (5.1) is a special case of (5.6) obtained when $n=2, a_{1}=0, a_{2}=1, C_{1}=\Pi$ and $C_{2}=M$. Moreover, since $\Pi$ is in $\mathscr{C}_{\text {id }}$, also the copulas in (5.5), which are in $\mathscr{C}_{\text {id }}$, are obtained as a special case of (5.6) by taking $\Pi$ for every $k \in K$.

From these aspects, the following result can be also derived by using the study about idempotent Archimedean copulas in [99].

Theorem 5.3. [99, Theorem 5.9] Let $C$ be an associative copula which is represented as $C=M-\left(\left\langle a_{k}, b_{k}, C_{k}\right\rangle\right)_{k \in K}$ via Theorem 3.4. Then $C$ is idempotent if and only if $C_{k}=\Pi$ for every $k \in K$.

## 6. Ordinal sums of multivariate copulas

In order to provide a suitable definition of the $M$-ordinal sum construction in any dimension $d \geq 2$, from a purely algebraic viewpoint the expression similar to (4.1) would be

$$
C\left(x_{1}, \ldots, x_{d}\right)= \begin{cases}a_{k}+\left(b_{k}-a_{k}\right) C_{k}\left(\frac{x_{1}-a_{k}}{b_{k}-a_{k}}, \ldots, \frac{x_{d}-a_{k}}{b_{k}-a_{k}}\right) & \text { if }\left(x_{1}, \ldots, x_{d}\right) \in\left[a_{k}, b_{k}\right]^{d}, \\ \min \left\{x_{1}, \ldots, x_{d}\right\} & \text { otherwise } .\end{cases}
$$

But this latter function need not be a copula, as can be easily seen.
Example 6.1. Let the function $C:[0,1]^{3} \rightarrow[0,1]$ be defined by

$$
C\left(x_{1}, x_{2}, x_{3}\right)= \begin{cases}\frac{1}{3} \Pi_{3}\left(3 x_{1}, 3 x_{2}, 3 x_{3}\right) & \text { if }\left(x_{1}, x_{2}, x_{3}\right) \in\left[0, \frac{1}{3}\right]^{3}, \\ \min \left\{x_{1}, x_{2}, x_{3}\right\} & \text { otherwise } .\end{cases}
$$

At the point $\left(\frac{1}{3}, \frac{1}{4}, \frac{1}{4}\right)$, which lies on the boundary of the box $\left[0, \frac{1}{3}\right]^{3}$, one has

$$
\frac{1}{3} \Pi_{3}\left(1, \frac{3}{4}, \frac{3}{4}\right)=\frac{3}{16} \neq \frac{1}{4}=\min \left\{\frac{1}{3}, \frac{1}{4}, \frac{1}{4}\right\},
$$

thus $C$ is not continuous at that point and therefore cannot be a copula.
In the absence of the associativity property, which would allow to extend a bivariate operation to higher dimensions, an alternative idea to define ordinal sums for $d$-copulas $(d \geq 3)$ is to use some measure-theoretic arguments.

To this end, consider an $M$-ordinal sum copula $C$ of type (4.1). Let denote by $V_{C}(R)$ the $C$-volume of any 2-box $R \subseteq[0,1]^{2}$ and by $\mu_{C}$ the probability measure that extends $V_{C}$ to any Borel set of $[0,1]^{2}$ via Carathéodory's extension procedure $[22,212]$. By using the $\sigma$-additivity of the measure $\mu_{C}$, for every $(x, y) \in[0,1]^{2}$ such that $\min \{x, y\} \in$ ] $a_{k}, b_{k}$ [ for some $k \in K$ it holds

$$
\begin{aligned}
C(x, y)= & \mu_{C}([0, x] \times[0, y]) \\
= & \sum_{i \in K, i<k} \mu_{C}\left(\left[a_{i}, b_{i}\left[^{2}\right)+\mu_{C}\left(\left[a_{k}, \min \left\{x, b_{k}\right\}\right] \times\left[a_{k}, \min \left\{y, b_{k}\right\}\right]\right)\right.\right. \\
& +\mu_{C}\left(([0, x] \times[0, y]) \backslash \bigcup_{i \in K, i<k}\right] a_{i}, b_{i}\left[^{2}\right) \\
= & \sum_{i \in K, i<k}\left(b_{i}-a_{i}\right)+\left(b_{k}-a_{k}\right) C_{k}\left(\frac{\min \left\{x, b_{k}\right\}-a_{k}}{b_{k}-a_{k}}, \frac{\min \left\{y, b_{k}\right\}-a_{k}}{b_{k}-a_{k}}\right)+\lambda\left([0, \min \{x, y\}] \backslash \bigcup_{i \in K, i<k}\right] a_{i}, b_{i}[) \\
= & a_{k}+\left(b_{k}-a_{k}\right) C_{k}\left(\frac{\min \left\{x, b_{k}\right\}-a_{k}}{b_{k}-a_{k}}, \frac{\min \left\{y, b_{k}\right\}-a_{k}}{b_{k}-a_{k}}\right),
\end{aligned}
$$

where $\lambda$ is the Lebesgue measure on $[0,1]$; while $C(x, y)=M(x, y)$, otherwise. The previous equality suggests the following expression for a $d$-dimensional version of $M$-ordinal sums.

Theorem 6.2. [183, Theorem 2.1] Let (]$a_{k}, b_{k}[)_{k \in K}$ be a family of non-empty, pairwise disjoint open subintervals of $[0,1]$ and let $\left(C_{k}\right)_{k \in K}$ be a family of $d$-dimensional copulas. Then the following function $M_{d}^{\mathrm{OSum}}:[0,1]^{d} \rightarrow[0,1]$ given by

$$
M_{d}^{\mathrm{OSum}}\left(x_{1}, \ldots, x_{d}\right)= \begin{cases}a_{k}+\left(b_{k}-a_{k}\right) \cdot C_{k}\left(\frac{\min \left\{x_{1}, b_{k}\right\}-a_{k}}{b_{k}-a_{k}}, \ldots, \frac{\min \left\{x_{d}, b_{k}\right\}-a_{k}}{b_{k}-a_{k}}\right) & \text { if } \min \left\{x_{1}, \ldots, x_{d}\right\} \in\left[a_{k}, b_{k}\right],  \tag{6.1}\\ M_{d}\left(x_{1}, \ldots, x_{d}\right) & \text { otherwise, }\end{cases}
$$

is a d-copula.

Concerning the definition of $W$-ordinal sums for $d$-copulas ( $d \geq 3$ ), it is worth noticing that $W_{d}$ is not a copula for $d \geq 3$. Thus, a definition of $W_{d}$-ordinal sums cannot be obtained via algebraic similarity. However, in analogy with Proposition 4.9, one could work with the transformations on $\mathscr{C}_{d}$ that are induced by the symmetries of $[0,1]^{d}$ (see also Appendix A.9). We start with the following preliminary example about the transformations of the copula $M_{d}$.

Example 6.3. Let $\mathbf{U}=\left(U_{1}, \ldots, U_{d}\right)$ be a random vector distributed according to $M_{d}$. Consider the symmetry $\xi$ of $[0,1]^{d}$ given by $\xi=\sigma_{k_{1}} \circ \sigma_{k_{2}} \circ \cdots \circ \sigma_{k_{r}}$ for $\left\{k_{1}, \ldots, k_{r}\right\} \subseteq\{1,2, \ldots, d\}$ with $1 \leq r \leq d-1$. Then $\left(M_{d}\right)^{\xi}$ is the distribution function of the random vector $\mathbf{V}=\left(V_{1}, \ldots, V_{d}\right)$ such that $V_{i}=1-U_{i}$ for every $i \in\left\{k_{1}, \ldots, k_{r}\right\}$, while $V_{i}=U_{i}$, otherwise. The copula $\left(M_{d}\right)^{\xi}$ is given by

$$
\left(M_{d}\right)^{\xi}\left(x_{1}, \ldots, x_{d}\right)=\max \left\{\min \left\{x_{i} \mid i \in\left\{k_{1}, \ldots, k_{r}\right\}\right\}+\min \left\{x_{i} \mid i \notin\left\{k_{1}, \ldots, k_{r}\right\}\right\}\right\}
$$

and corresponds to the quasi-extremal copula given in [243, Definition 4]. Such copulas are associated to random vectors whose pairs are either comonotonic or countermonotonic.

Definition 6.4. Consider the symmetry $\xi$ of $[0,1]^{d}$ given by $\xi=\sigma_{k_{1}} \circ \sigma_{k_{2}} \circ \ldots \circ \sigma_{k_{r}}$ for $\left\{k_{1}, \ldots, k_{r}\right\} \subseteq\{1,2, \ldots, d\}$ with $1 \leq r \leq d-1$. The copula obtained as a $\xi$-transformation of the copula $M_{d}^{\text {OSum }}$ by (6.1) will be called an $\left(M_{d}\right)^{\xi}$-ordinal sum.

Clearly, $\left(M_{d}\right)^{\xi}$ is the background copula associated with the $\left(M_{d}\right)^{\xi}$-ordinal sum.
Example 6.5. Let us consider two special cases of (6.1): If $K=\{1\}$ and $] a_{1}, b_{1}[=] 0, b[$, then

$$
C\left(x_{1}, \ldots, x_{d}\right)= \begin{cases}b \cdot C_{1}\left(\frac{\min \left\{x_{1}, b\right\}}{b}, \ldots, \frac{\min \left\{x_{d}, b\right\}}{b}\right) & \text { if } \min \left\{x_{1}, \ldots, x_{d}\right\} \in[0, b], \\ M_{d}\left(x_{1}, \ldots, x_{d}\right) & \text { otherwise },\end{cases}
$$

which coincides with the upper comonotonic copula of [42, Proposition 3]. If $K=\{1\}$ and $] a_{1}, b_{1}[=] a, 1[$, then

$$
C\left(x_{1}, \ldots, x_{d}\right)= \begin{cases}a+(1-a) C_{1}\left(\frac{x_{1}-a}{1-a}, \ldots, \frac{x_{d}-a}{1-a}\right) & \text { if } \min \left\{x_{1}, \ldots, x_{d}\right\} \in[a, 1] \\ M_{d}\left(x_{1}, \ldots, x_{d}\right) & \text { otherwise }\end{cases}
$$

which can be analogously used to describe a random vector that is comonotonic in the lower tail. As shown in [210], such cases of ordinal sum constructions may serve to change the tail of a multivariate distribution and, hence, are helpful in determining the unfavorable scenarios from a risk management perspective.

Remark 6.6. $M$-ordinal sums of copulas can be naturally extended to quasi-copulas in the sense that, if all $C_{k}$ in formula (6.1) are quasi-copulas, but not necessarily copulas, then the function $M_{d}^{\mathrm{OSum}}$ is a quasi-copula too (see [98, Definition 4] and also [17]). Moreover, if each $C_{k}$ is a supermodular quasi-copula, then $M_{d}^{\mathrm{OSum}}$ remains supermodular in view of [79, Proposition 5]. Notice that we cannot directly extend Definition 6.4 to $d$-quasi-copulas since the $\xi$-transformation of a quasi-copula (also known as flipping) may not be a $d$-quasi-copula (see [75]).

The concept of $\Pi$-horizontal and $\Pi$-vertical ordinal sums presented in Proposition 4.4, can instead be introduced in any dimension via the gluing methods in [234]. This leads to the following result.

Proposition 6.7. Let $i \in\{1, \ldots, d\}$. Let (]$a_{k}, b_{k}[)_{k \in K}$ be a family of non-empty, pairwise disjoint open subintervals of $[0,1]$ and let $\left(C_{k}\right)_{k \in K}$ be a family of d-copulas. Suppose $\bigcup_{k \in K}\left[a_{k}, b_{k}\right]=[0,1]$. Then the following function $\Pi_{d}^{(i)}$, defined, for every $\mathbf{x} \in[0,1]^{d}$ with $x_{i} \in\left[a_{k}, b_{k}\right]$, by

$$
\begin{equation*}
\Pi_{d}^{(i)}\left(x_{1}, \ldots, x_{d}\right)=a_{k} \cdot C_{k-1}\left(x_{1}, \ldots, x_{i-1}, 1, \ldots, x_{d}\right)+\left(b_{k}-a_{k}\right) \cdot C_{k}\left(x_{1}, \ldots, \frac{x_{i}-a_{k}}{b_{k}-a_{k}}, \ldots, x_{d}\right) \tag{6.2}
\end{equation*}
$$

is a d-copula.
We denote copulas of type (6.2) as $\Pi_{d}^{(i)}$-ordinal sum (with respect to the $i$-th variable). Notice that the condition $\bigcup_{k \in K}\left[a_{k}, b_{k}\right]=[0,1]$ in Proposition 6.7 is not really restrictive compared to the bivariate case since, for $d=2$, one can always assume that some summands fulfill $C_{k}=\Pi_{k}$.

By using the symmetries of $[0,1]^{d}$, various results in the spirit of Proposition 4.10 can be obtained as well.

Remark 6.8. Notice that $\Pi$-diagonal ordinal sums can be obtained in the multivariate case via patchwork techniques following [77].

In the study of high-dimensional copulas, it is often crucial for applications that some suitable algorithms do exist to generate random points in $[0,1]^{d}$ according to the probability law induced by the copula (see, e.g., [175]).

The $M_{d}$ - and $\Pi_{d}$-ordinal sum constructions introduced above also admit a sampling algorithm that depends on the fact that they can be represented in terms of mixtures (i.e., convex combinations) of suitable probability distribution functions. To this end, it is convenient to extend the domain of a copula from $[0,1]^{d}$ to $\mathbb{R}^{d}$. Specifically, given a copula $C$, we denote by $C^{\text {ext }}$ the probability distribution function of the random vector $\mathbf{U}=\left(U_{1}, \ldots, U_{d}\right)$ such that the restriction of $C^{\text {ext }}$ to $[0,1]^{d}$ is equal to $C$. The existence of such a $\mathbf{U}$ in a suitable probability space is guaranteed by Kolmogorov's Extension Theorem.

For the $M_{d}$-ordinal sums, it holds (see, e.g., [126, (4.31)]) that (6.1) can be rewritten as

$$
\begin{equation*}
C\left(x_{1}, \ldots, x_{d}\right)=\sum_{k \in K}\left(b_{k}-a_{k}\right) C_{k}^{\mathrm{ext}}\left(\frac{x_{1}-a_{1}}{b_{1}-a_{1}}, \ldots, \frac{x_{d}-a_{d}}{b_{d}-a_{d}}\right)+\lambda\left(\left[0, \min \left\{x_{1}, \ldots, x_{d}\right\}\right] \backslash \bigcup_{k \in K}\right] a_{k}, b_{k}[), \tag{6.3}
\end{equation*}
$$

where $\lambda$ is the Lebesgue measure. Thus, the copula $C$ in (6.3) can be considered as a mixture (i.e., a convex sum) of the distribution functions

$$
F_{k}(x, y)=C_{k}^{\operatorname{ext}}\left(\frac{x_{1}-a_{k}}{b_{k}-a_{k}}, \ldots, \frac{x_{d}-a_{k}}{b_{k}-a_{k}}\right)
$$

with weight $b_{k}-a_{k}$ and the copula $M_{d}$ with weight $1-\sum_{k \in k}\left(b_{k}-a_{k}\right)$. This can be translated into the following procedure.

Algorithm 1 (Simulation of an $M_{d}$-ordinal sum). To generate a random number $\mathbf{v}=\left(v_{1}, \ldots, v_{d}\right)$ from the copula $C$ in (6.3), proceed as follows:

1. Generate a random number $v$ from the uniform distribution on $[0,1]$.
2. If $v \in] a_{k}, b_{k}[$ for some $k \in K$, then
(a) generate $\left(u_{1}, \ldots, u_{d}\right)$ from the copula $C_{k}$;
(b) set $v_{i}=a_{i}+\left(b_{i}-a_{i}\right) u_{i}$ for $i=1,2, \ldots, d$;
else set $v_{1}=v_{2}=\cdots=v_{d}=v$.
3. Return $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{d}\right)$.

Notice that, with probability zero, $v$ can be equal to $a_{k}$ or $b_{k}$ for some $i \in K$.
Analogously, for the function $\Pi_{d}^{C}$ from Proposition 6.7 it follows from [69] that

$$
\Pi_{d}^{C}\left(x_{1}, \ldots, x_{d}\right)=\sum_{k \in K}\left(b_{k}-a_{k}\right) C_{k}^{\operatorname{ext}}\left(x_{1}, \ldots, \frac{x_{i}-a_{i}}{b_{i}-a_{i}}, \ldots, x_{d}\right) .
$$

Thus we obtain the following procedure.
Algorithm 2 (Simulation of $a \Pi_{d}$-ordinal sum). To generate a random number $\mathbf{v}=\left(v_{1}, \ldots, v_{d}\right)$ from the copula in (6.2), proceed as follows:

1. Generate a random number $v$ from the uniform distribution on $[0,1]$.
2. If $v \in] a_{k}, b_{k}[$, then
(a) generate $\left(u_{1}, \ldots, u_{d}\right)$ from the copula $C_{k}$;
(b) set $v_{i}=a_{i}+\left(b_{i}-a_{i}\right) u_{i}$;
(c) set $v_{k}=u_{i}$ for every $k \neq i$.
3. Return $\mathbf{v}=\left(v_{1}, \ldots, v_{d}\right)$.

## 7. Concluding remarks

For a considerable amount of time (in one case even through thirty years) the authors of the present article have closely cooperated with Radko Mesiar on some of the many topics to which he has made significant contributions. We first mention triangular norms, copulas, and aggregation functions at large, where he addressed many of their algebraic, analytic and probabilistic facets, then also extensions of classical measures and non-standard integrals related to them, important aspects of many-valued and, particularly, fuzzy logics, as well as dependence modeling.

Dedicating this paper to him, we here have focused on ordinal sums, especially of triangular norms and copulas, in this way recognizing some of the major achievements of Radko Mesiar and his co-authors to these fields.
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## Appendix A. Conventions, definitions and notations used in this paper

## A.1. Some conventions

Many mathematical objects appear in the literature under different names, and often different symbols are used, too. For some mathematical terms and notations in this paper we have fixed the way how we use them.

Countable set: The term countable for the cardinality of a set will always be used in the sense of "finite or countably infinite".
Characteristic function of a set: For each set $A \subseteq \Omega$ the characteristic function of $A$ is the function $\mathbf{1}_{A}: \Omega \rightarrow \mathbb{R}$ defined by $\mathbf{1}_{A}(x)=1$ if $x \in A$, and $\mathbf{1}_{A}(x)=0$ if $x \notin A$.
Dimension: The canonical symbol for an arbitrary dimension will be $d$, for example in $\mathbb{R}^{d},[0,1]^{d}, d$-boxes, $d$ copulas, $\mathscr{C}_{d}$, and so on. In the case $d=2$, the subscript 2 is often omitted (the only exception being $\mathscr{C}_{2}$ ).
Restriction of functions: The restriction of a function $f: \Omega_{1} \rightarrow \Omega_{2}$ to a subset $A \subseteq \Omega_{1}$ is the function $f \upharpoonright_{A}: A \rightarrow$ $\Omega_{2}$ which is defined by $f \upharpoonright_{A}(u)=f(u)$ for all $u \in A$.
Monotonic functions: A function $f: A \rightarrow B$, where $A$ and $B$ are partially ordered sets, will be called increasing if the weak inequality is preserved by $f$ (i.e., if $u \leq v$ implies $f(u) \leq f(v)$ ), and strictly increasing if the strict inequality is preserved by $f$ (i.e., if $u<v$ implies $f(u)<f(v)$ ). In analogy, $f$ will be called decreasing if it reverses the weak inequality, and strictly decreasing if it reverses the strong inequality.
Boundary of a set: If $(\Omega, \mathscr{O})$ is a topological space and $A \subseteq \Omega$ then $\partial A \subseteq \Omega$ denotes the boundary of the set $A$, i.e., $\partial A=\bar{A} \backslash \operatorname{int}(A)$, where $\bar{A}$ denotes the (topological) closure and $\operatorname{int}(A)$ the (topological) interior of the set $A$.
Ordinal sums - index set and summands: The canonical index set of the family of summands of an ordinal sum will be $K$ (in some cases, e.g., when working on the real line, $K$ has to be countable or, equivalently, a subset of $\mathbb{N})$. An ordinal sum $D-\left(\left\langle a_{k}, b_{k}, F_{k}\right\rangle\right)_{k \in K}$ with $D \in\left\{M, W, \Pi^{(\mathbf{v})}, \Pi^{(\mathbf{h})}, \Pi^{(\mathbf{d})}\right\}$ will be said to be an ordinal sum of (the summands) (]$a_{k}, b_{k}\left[, F_{k}\right)_{k \in K}$ or an ordinal sum of (the summands) $\left(\left\langle a_{k}, b_{k}, F_{k}\right\rangle\right)_{k \in K}$ or, if no confusion is possible, an ordinal sum of (the summands) $\left(F_{k}\right)_{k \in K}$ or, simply, an ordinal sum of (the summands) $F_{k}$.
Partial derivatives for functions in several variables: For the partial derivative of a function $F: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with respect to the $k$-th component $(k \in\{1, \ldots, d\})$ we will write briefly $\partial_{k} F(\mathbf{x})$, i.e.,

$$
\partial_{k} F(\mathbf{x})=\frac{\partial F(\mathbf{x})}{\partial x_{k}}
$$

## A.2. Triangular norms

The concept of triangular norms goes back to [180], and in [224-226] the axioms of t-norms as they are used today were provided.

Definition A.1. A function $T:[0,1]^{2} \rightarrow[0,1]$ is called a triangular norm (t-norm) if the following properties hold:
(i) $T$ is commutative, i.e., $T(x, y)=T(y, x)$ for all $x, y \in[0,1]$,
(ii) $T$ is associative, i.e., $T(x, T(y, z))=T(T(x, y), z)$ for all $x, y, z \in[0,1]$,
(iii) $T$ is increasing in the second component, i.e., for all $x, y, z \in[0,1]$ the inequality $y \leq z$ implies $T(x, y) \leq$ $T(x, z)$,
(iv) $T$ satisfies the boundary condition $T(x, 1)=x$ for all $x \in[0,1]$.

The set of triangular norms will be denoted by $\mathscr{T}$. There are infinitely many $t$-norms, four of them are often called the basic t-norms:

- the drastic product $T_{\mathbf{D}}$ given by $T_{\mathbf{D}}(x, y)=\left(1-\mathbf{1}_{\left[0,1\left[^{2}\right.\right.}(x, y)\right) \cdot \min \{x, y\}$,
- the Lukasiewicz $t$-norm $T_{\mathbf{L}}$ given by $T_{\mathbf{L}}(x, y)=\max \{x+y-1,0\}$,
- the product $T_{\mathbf{P}}$ given by $T_{\mathbf{P}}(x, y)=x y$,
- the minimum $T_{\mathbf{M}}$ given by $T_{\mathbf{M}}(x, y)=\min \{x, y\}$.

Observe that $T_{\mathbf{L}}, T_{\mathbf{P}}$ and $T_{\mathbf{M}}$ are also bivariate copulas: $T_{\mathbf{L}}$ and $T_{\mathbf{M}}$ coincide with the lower and upper FréchetHoeffding bounds $W$ and $M$, respectively, and the product $T_{\mathbf{P}}$ is usually denoted by $\Pi$ in the context of copulas.

One immediately sees that each t-norm $T \in \mathscr{T}$ satisfies the additional boundary conditions $T(1, x)=x$ and $T(x, 0)=T(0, x)=0$ for each $x \in[0,1]$, and that it is increasing in both components, i.e., for all $x_{1}, x_{2}, y_{1}, y_{2} \in[0,1]$ we have $T\left(x_{1}, y_{1}\right) \leq T\left(x_{2}, y_{2}\right)$ whenever $x_{1} \leq x_{2}$ and $y_{1} \leq y_{2}$. Since the comparison of t -norms is done componentwise, i.e., $T_{1} \leq T_{2}$ if and only if $T_{1}(x, y) \leq T_{2}(x, y)$ for all $(x, y) \in[0,1]^{2}$, we obtain $T_{\mathbf{D}} \leq T \leq T_{\mathbf{M}}$ for each t-norm $T$ and, in particular, $T_{\mathbf{D}}<T_{\mathbf{L}}<T_{\mathbf{P}}<T_{\mathbf{M}}$.

## A.3. Pseudo-inverse

For continuous monotonic functions (which are not bijective, in general) their so-called pseudo-inverse plays an important role, e.g., in the context of additive or multiplicative generators of (Archimedean) $t$-norms and copulas.

Definition A.2. Let $t:[0,1] \rightarrow[0, \infty]$ be continuous and strictly decreasing with $t(1)=0$. The pseudo-inverse of $t$ is the function $t^{(-1)}:[0, \infty] \rightarrow[0,1]$ defined by

$$
t^{(-1)}(u)= \begin{cases}t^{-1}(u) & \text { if } u \in[0, t(0)] \\ 0, & \text { if } u \in] t(0), \infty]\end{cases}
$$

The pseudo-inverse $t^{(-1)}$ is continuous and decreasing (and strictly decreasing on $[0, t(0)]$ ). Moreover, we have $t^{(-1)} \circ t(u)=u$ for all $u \in[0,1]$, while

$$
t \circ t^{(-1)}(u)= \begin{cases}u & \text { if } u \in[0, t(0)] \\ t(0) & \text { if } u \in] t(0), \infty]\end{cases}
$$

i.e., $t \circ t^{(-1)}(u)=\min \{u, t(0)\}$ for all $u \in[0, \infty]$. If $t(0)=\infty$ then $t^{(-1)}=t^{-1}$.

## A.4. $H$-volume

For functions $H$ which are closely related to (probability) distributions (such as, e.g., copulas or quasi-copulas) one has to compute the $H$-volume of a $d$-box:

Definition A.3. Let the function $H: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be increasing in each argument and let $\left.\left.\left.\left.\left.] \mathbf{a}, \mathbf{b}\right]=\right] a_{1}, b_{1}\right] \times \cdots \times\right] a_{d}, b_{d}\right]$ be a $d$-box. Then the $H$-volume $V_{H}$ of $\left.] \mathbf{a}, \mathbf{b}\right]$ is defined by

$$
V_{H}([\mathbf{a}, \mathbf{b}])=\sum_{\mathbf{v} \in \operatorname{ver}([\mathbf{a}, \mathbf{b}])} \operatorname{sign}(\mathbf{v}) H(\mathbf{v}),
$$

where $\operatorname{ver}([\mathbf{a}, \mathbf{b}])=\left\{a_{1}, b_{1}\right\} \times \cdots \times\left\{a_{d}, b_{d}\right\}$ denotes the set of vertices of $\left.] \mathbf{a}, \mathbf{b}\right]$ and the function sign: $\mathbb{R}^{d} \rightarrow \mathbb{R}$ is given by

$$
\operatorname{sign}(\mathbf{v})= \begin{cases}1 & \text { if } v_{k}=a_{k} \text { for an even number of indices } \\ -1 & \text { if } v_{k}=a_{k} \text { for an odd number of indices }\end{cases}
$$

## A.5. Copulas

The concept of copulas, which link a $d$-dimensional distribution function with its one-dimensional margins, goes back to [237]:

Definition A.4. A function $C:[0,1]^{d} \rightarrow[0,1]$ is called a $d$-copula if it satisfies the following conditions:
(i) $C$ is grounded, i.e., $C\left(u_{1}, u_{2}, \ldots, u_{d}\right)=0$ whenever $u_{i}=0$ for some $i \in\{1, \ldots, d\}$;
(ii) $C$ has uniform marginals, i.e., $C\left(1, \ldots, 1, u_{i}, 1, \ldots, 1\right)=u_{i}$ for all $u_{i} \in[0,1]$ and all $i=1, \ldots, d$;
(iii) $C$ is $d$-increasing, i.e., $V_{C}(R) \geq 0$ for every $d$-box $\left.\left.\left.\left.R=\right] \mathbf{a}, \mathbf{b}\right]=\prod_{i=1}^{d}\right] a_{i}, b_{i}\right] \subseteq[0,1]^{d}$.

The set of $d$-copulas will be denoted by $\mathscr{C}_{d}$.
When $d=2$ we shall speak of a bivariate copula; in this case condition (iii) in Definition A. 4 reads as follows:

$$
\left.\left.V_{C}(] \mathbf{a}, \mathbf{b}\right]\right)=C\left(a_{1}, a_{2}\right)-C\left(a_{1}, b_{2}\right)-C\left(b_{1}, a_{2}\right)+C\left(b_{1}, b_{2}\right) \geq 0
$$

for all $a_{1}, a_{2}, b_{1}, b_{2}$ in $[0,1]$ with $a_{1} \leq b_{1}$ and $a_{2} \leq b_{2}$.
Remark A.5. The following are properties of a copula $C$ :

- Every $d$-copula $C$ is increasing in each place.
- Every $d$-copula $C$ fulfills, for all $\mathbf{u}, \mathbf{v} \in[0,1]^{d}$, the 1-Lipschitz-condition

$$
|C(\mathbf{u})-C(\mathbf{v})| \leq \sum_{i=1}^{d}\left|u_{i}-v_{i}\right|=\|\mathbf{u}-\mathbf{v}\|_{1}
$$

and is therefore uniformly continuous on $[0,1]^{d}$.

- Copulas can be compared with respect to the usual pointwise order, i.e., for $C_{1}, C_{2} \in \mathscr{C}_{d}$ we have $C_{1} \leq C_{2}$ if and only if $C_{1}(\mathbf{u}) \leq C_{2}(\mathbf{u})$ for all $\mathbf{u} \in[0,1]^{d}$.
- Fréchet-Hoeffding bounds: For all copulas $C \in \mathscr{C}_{d}$ and all $\mathbf{u} \in[0,1]^{d}$

$$
W_{d}(\mathbf{u})=\max \left\{\sum_{i=1}^{d} u_{i}-(d-1), 0\right\} \leq C(\mathbf{u}) \leq \min \left\{u_{1}, \ldots, u_{d}\right\}=M_{d}(\mathbf{u}) .
$$

Note that $W_{d}$ is a copula for $d=2$ only, whereas $M_{d} \in \mathscr{C}_{d}$ holds for all $d \geq 2$.

- In the bivariate case (i.e., $d=2$ ) we usually will write $M$ rather than $M_{2}, W$ rather than $W_{2}$, and also for the independence or product copula $\Pi_{d}$ given by $\Pi_{d}\left(u_{1}, \ldots, u_{d}\right)=\prod_{i=1}^{d} u_{i}$ we usually write $\Pi$ rather than $\Pi_{2}$, in particular in Sections 1-5.

Remark A. 6 (Alternative definition of a copula). A $d$-dimensional copula $C_{d}$ is the restriction/concentration of a multivariate distribution function to/on the unit cube $[0,1]^{d}$ with uniform univariate marginals on $[0,1]$.

## A.6. Random variables and distribution functions

Let $X_{1}, \ldots, X_{d}$ be random variables on the same probability space ( $\Omega, \mathscr{F}, \mathbb{P}$ ), i.e., measurable functions from $\Omega$ into $\overline{\mathbb{R}}=[-\infty, \infty]$, and let $\mathbf{X}=\left(X_{1}, \ldots, X_{d}\right)$ be a random vector. Its distribution function $F_{\mathbf{X}}$ is, for all $\mathbf{x} \in \overline{\mathbb{R}}^{d}$, defined by

$$
F_{\mathbf{X}}(\mathbf{x})=\mathbb{P}\left(X_{1} \leq x_{1}, \ldots, X_{d} \leq x_{d}\right) .
$$

We shall write $\mathbf{X} \sim F_{\mathbf{X}}$. The one-dimensional marginal $F_{i}$ with $i \in\{1, \ldots, d\}$, of $F_{\mathbf{X}}$ is the distribution function of $X_{i}$, i.e., $F_{i}(t)=F_{\mathbf{X}}(\infty, \ldots, \infty, t, \infty, \ldots, \infty)$. If $\mathbf{X}$ is a random variable (on a suitable probability space) with $\mathbf{X} \sim F$, then $\left.\left.V_{F}([\mathbf{a}, \mathbf{b}])=\mathbb{P}(\mathbf{X} \in] \mathbf{a}, \mathbf{b}\right]\right)$. If $F$ is continuous, $\left.\left.V_{F}(] \mathbf{a}, \mathbf{b}\right]\right)=V_{F}([\mathbf{a}, \mathbf{b}])$ for every $\mathbf{a} \leq \mathbf{b}$ (see also [87, Remark 1.2.14]).

Theorem A. 7 (Invariance principle as provided in [87]). Let $X_{1}, \ldots, X_{d}$ be continuous random variables on $(\Omega, \mathscr{F}, \mathbb{P})$.
Let $\varphi_{i}, i=1, \ldots, d$, be continuous, increasing functions on $\operatorname{Ran} X_{i}$. Then the random vectors $\mathbf{X}=\left(X_{1}, \ldots, X_{d}\right)$ and $\mathbf{Y}=\left(\varphi_{1} \circ X_{1}, \ldots, \varphi_{d} \circ X_{d}\right)$ have the same copula, i.e.,

$$
C_{\left(X_{1}, \ldots, X_{d}\right)}=C_{\left(\varphi_{1} \circ X_{1}, \ldots, \varphi_{n} \circ X_{d}\right)} .
$$

Any scale-invariant dependence between the random variables $X_{i}$ is therefore captured by the copula $C_{\left(X_{1}, \ldots, X_{d}\right)}$. They are independent if and only if $C_{\left(X_{1}, \ldots, X_{d}\right)}=\Pi$.

## A.7. Sklar's theorem

A fundamental result in the theory of copulas is Sklar's theorem [237]:
Theorem A. 8 (Sklar's theorem as provided in [87]). Let $\mathbf{X}$ be a random vector on a probability space ( $\Omega, \mathscr{F}, \mathbb{P}$ ), let $\mathbf{X} \sim H$, i.e.,

$$
H(\mathbf{x})=\mathbb{P}(\mathbf{X} \leq \mathbf{x})=\mathbb{P}\left(X_{1} \leq x_{1}, \ldots, X_{d} \leq x_{d}\right)
$$

and let $F_{1}, \ldots, F_{d}$ be its marginal distribution functions. Then there exists a copula $C_{\mathbf{X}}$ such that for all $\mathbf{x} \in \overline{\mathbb{R}}^{d}$

$$
H(\mathbf{x})=C_{\mathbf{X}}\left(F_{1}\left(x_{1}\right), \ldots F_{d}\left(x_{d}\right)\right)
$$

In case of continuous marginal distributions, the copula is unique; otherwise it is unique on $\prod_{i=1}^{d} \operatorname{Ran}\left(F_{i}\right)$.
As is not unusual for important results, Sklar's theorem was rediscovered several times (see [67,194]), sometimes extended to a more general setting (see [193,202,203]), and given different proofs ([15,16,30,37,76, 78,96, 100, 200, 214]), but see also the survey paper [245].

## A.8. Stochastic measures

The concepts of $d$-fold stochastic measures and $d$-copulas are closely related:
Definition A.9. A measure $\mu$ on $\left([0,1]^{d}, \mathscr{B}\left([0,1]^{d}\right)\right)$ is called $d$-fold stochastic if, for all $A \in \mathscr{B}([0,1])$ and for every $i \in\{1, \ldots, d\}$

$$
\mu\left(\pi_{i}^{-1}(A)\right)=\lambda(A)
$$

where $\pi_{i}:[0,1]^{n} \rightarrow[0,1]$ is the $i$-th canonical projection $\pi_{i}(\mathbf{u})=u_{i}, i \in\{1, \ldots, d\}$ and $\lambda$ the Lebesgue measure.
Corollary A. 10 (One-to-one correspondence). Every d-copula C induces a d-fold stochastic measure $\mu_{C}$ on the measurable space $\left([0,1]^{d}, \mathscr{B}\left([0,1]^{d}\right)\right)$ defined, for all $\left.\left.R=\right] \mathbf{a}, \mathbf{b}\right] \in[0,1]^{d}$, by $\left.\mu_{C}(R)=V_{C}(\mathbf{a}, \mathbf{b}]\right)$.

Conversely, to any d-fold stochastic measure $\mu$ there corresponds a unique $d$-copula $C_{\mu}$ given by $C_{\mu}(\mathbf{u})=$ $\mu(] 0, \mathbf{u}])$.

Since every copula is continuous, it holds that $\left.\mu_{C}(\mathbf{a}, \mathbf{b}]\right)=\mu_{C}([\mathbf{a}, \mathbf{b}])$.
Definition A.11. The support $\operatorname{supp}(C)$ of a $d$-copula $C$ is the support of the $d$-fold stochastic measure $\mu_{C}$, i.e., the complement of the union of all open subsets of $\left([0,1]^{d}, \mathscr{B}\left([0,1]^{d}\right)\right)$ with $\mu_{C}$-measure zero.

Example A.12. Examples for the support of some copulas:

$$
\operatorname{supp}\left(\Pi_{d}\right)=[0,1]^{d}, \quad \operatorname{supp}\left(M_{d}\right)=\left\{\mathbf{u} \in[0,1]^{n} \mid u_{1}=\ldots=u_{d}\right\}, \quad \operatorname{supp}\left(W_{2}\right)=\left\{(u, v) \in[0,1]^{2} \mid u=1-v\right\}
$$

## A.9. Symmetries

We start by recalling that a symmetry of $[0,1]^{d}$ is a bijection $\xi:[0,1]^{d} \rightarrow[0,1]^{d}$ of the form

$$
\xi\left(u_{1}, \ldots, u_{d}\right)=\left(v_{1}, \ldots, v_{d}\right),
$$

where, for each $i$ and for every permutation $\left(k_{1}, \ldots, k_{d}\right)$ of $(1, \ldots, d)$, either $v_{i}=u_{k_{i}}$ or $v_{i}=1-u_{k_{i}}$.
The set of all symmetries of $[0,1]^{d}$ is a group under the operation of composition. Moreover, each symmetry can be represented as composition of the following mappings:
(i) permutations $\eta:[0,1]^{d} \rightarrow[0,1]^{d}$ given by $\eta\left(x_{1}, \ldots, x_{d}\right)=\left(x_{k_{1}}, \ldots, x_{k_{d}}\right)$ for some permutation $\left(k_{1}, \ldots, k_{d}\right)$ of $(1, \ldots, d)$,
(ii) reflections $\sigma_{i}:[0,1]^{d} \rightarrow[0,1]^{d}$ given by $\sigma_{i}\left(x_{1}, \ldots, x_{d}\right)=\left(x_{1}, \ldots, x_{i-1}, 1-x_{i}, x_{i+1}, \ldots, x_{d}\right)$ for some $i \in$ $\{1, \ldots, d\}$.

A symmetry $\xi$ can be used to transform a random vector $\mathbf{U}$ with $[0,1]$-uniform marginals into another random vector $\mathbf{U}^{\prime}=\xi(\mathbf{U})$, while preserving the marginal distributions. As a byproduct, if $\mathbf{U}$ is distributed according to $C \in \mathscr{C}_{d}$, then $\xi(\mathbf{U})$ is also distributed according to a copula, denoted by $C^{\xi}$ (see, for instance, [87]). In dimension 2, the usefulness of this transformation for copulas is summarized in the following result, whose proof can be done by probabilistic arguments and is contained, for instance, in [87, Corollary 2.4.4].

Theorem A.13. For a given bivariate copula $C$, let $(U, V)$ be a random vector whose distribution function is given by $C$, and let $\xi$ be a symmetry in $[0,1]^{2}$. Then the distribution function $C^{\xi}$ of $\xi(U, V)$ is again a copula. In particular, the following equalities hold for all $x, y \in[0,1]$ :
(i) $C^{\eta}(x, y)=C(y, x)$,
(ii) $C^{\sigma_{2}}(x, y)=x-C(x, 1-y)$,
(iii) $C^{\sigma_{1}}(x, y)=y-C(1-x, y)$,
(iv) $C^{\sigma_{1} \circ \sigma_{2}}(x, y)=x+y-1+C(1-x, 1-y)$.

Note that the copula $C^{\sigma_{2}}$ is sometimes also referred to as $y$-flipping of $C$; whereas $C^{\sigma_{1}}$ is called the $x$-flipping of $C$ (compare also [63,198]). The copula $C^{\sigma_{1} \circ \sigma_{2}}$ is known as the survival copula associated with $C$ [198].

Example A.14. For each of the basic bivariate copulas $M, \Pi$ and $W$ the permutation and basic reflections lead to:

$$
\begin{aligned}
M^{\eta} & =M, & \Pi^{\eta} & =\Pi, & W^{\eta} & =W, \\
M^{\sigma_{1}} & =M^{\sigma_{2}}=W, & \Pi^{\sigma_{1}} & =\Pi^{\sigma_{2}}=\Pi, & W^{\sigma_{1}} & =W^{\sigma_{2}}=M, \\
M^{\sigma_{1} \circ \sigma_{2}} & =M^{\sigma_{2} \circ \sigma_{1}}=M, & \Pi^{\sigma_{1} \circ \sigma_{2}} & =\Pi^{\sigma_{2} \circ \sigma_{1}}=\Pi, & W^{\sigma_{1} \circ \sigma_{2}} & =W^{\sigma_{2} \circ \sigma_{1}}=W .
\end{aligned}
$$

## References

[1] N.H. Abel, Untersuchung der Functionen zweier unabhängig veränderlichen Größen $x$ und $y$, wie $f(x, y)$, welche die Eigenschaft haben, daß $f(z, f(x, y))$ eine symmetrische Function von $z, x$ und $y$ ist, J. Reine Angew. Math. 1 (1826) 11-15.
[2] J. Aczél, Sur les opérations definies pour des nombres réels, Bull. Soc. Math. Fr. 76 (1949) 59-64.
[3] J. Aczél, Vorlesungen über Funktionalgleichungen und ihre Anwendungen, Birkhäuser, Basel, 1961.
[4] J. Aczél, Lectures on Functional Equations and Their Applications, Academic Press, New York, 1966.
[5] P. Aglianò, Varieties of BL-algebras III: splitting algebras, Stud. Log. 107 (2019) 1235-1259.
[6] P. Aglianò, I.M.A. Ferreirim, F. Montagna, Basic hoops: an algebraic study of continuous $t$-norms, Stud. Log. 87 (2007) 73-98.
[7] P. Aglianò, F. Montagna, Varieties of BL-algebras I: general properties, J. Pure Appl. Algebra 181 (2003) 129-131.
[8] P. Aglianò, F. Montagna, Varieties of BL-algebras II, Stud. Log. 106 (2018) 721-737.
[9] P. Aglianò, S. Ugolini, MTL-algebras as rotations of basic hoops, J. Log. Comput. 29 (2019) 765-784.
[10] A. Albanese, C. Sempi, Countably generated idempotent copulæ, in: M. López-Díaz, M.Á. Gil, P. Grzegorzewski, O. Hryniewicz, J. Lawry (Eds.), Soft Methodology and Random Information Systems, Springer, Berlin, Heidelberg, 2004, pp. 197-204.
[11] A. Albanese, C. Sempi, Idempotent copulæ: ordinal sums and Archimedean copulæ, J. Math. Anal. Appl. 438 (2016) 1055-1065.
[12] C. Alsina, M.J. Frank, B. Schweizer, Associative Functions: Triangular Norms and Copulas, World Scientific, Singapore, 2006.
[13] C. Alsina, R.B. Nelsen, B. Schweizer, On the characterization of a class of binary operations on distribution functions, Stat. Probab. Lett. 17 (1993) 85-89.
[14] C. Alsina, B. Schweizer, C. Sempi, A. Sklar, On the definition of a probabilistic inner product space, Rend. Mat. Appl. (7) 17 (1997) 115-127.
[15] W. Anakkamatee, S. Dhompongsa, S. Tasena, A constructive proof of the Sklar's theorem on copulas, J. Nonlinear Convex Anal. 15 (2014) 1137-1145.
[16] J. Ansari, L. Rüschendorf, Sklar's theorem, copula products, and ordering results in factor models, Depend. Model. 9 (2021) 267-306.
[17] J.J. Arias-García, R. Mesiar, B. De Baets, A hitchhiker's guide to quasi-copulas, Fuzzy Sets Syst. 393 (2020) 1-28.
[18] E. Aşıcı, R. Mesiar, Alternative approaches to obtain t-norms and t-conorms on bounded lattices, Iran. J. Fuzzy Syst. 17 (4) (2020) 121-138.
[19] E. Aşıc1, R. Mesiar, New constructions of triangular norms and triangular conorms on an arbitrary bounded lattice, Int. J. Gen. Syst. 49 (2020) 143-160.
[20] E. Aşıc1, R. Mesiar, On the construction of uninorms on bounded lattices, Fuzzy Sets Syst. 408 (2021) 65-85.
[21] B. Bassan, F. Spizzichino, Relations among univariate aging, bivariate aging and dependence for exchangeable lifetimes, J. Multivar. Anal. 93 (2005) 313-339.
[22] H. Bauer, Probability Theory and Elements of Measure Theory, Academic Press, London, 1981.
[23] G. Beliakov, A. Pradera, T. Calvo, Aggregation Functions: A Guide for Practitioners, Springer, Heidelberg, 2007.
[24] G. Birkhoff, Lattice Theory, American Mathematical Society, Providence, 1940 (third edition, 1967).
[25] W.J. Blok, I.M.A. Ferreirim, On the structure of hoops, Algebra Univers. 43 (2000) 233-257.
[26] G. Boole, The Mathematical Analysis of Logic, Being an Essay Towards a Calculus of Deductive Reasoning, Macmillan, Barclay, \& Macmillan, Cambridge, 1847.
[27] G. Boole, An Investigation of the Laws of Thought, on Which Are Founded the Mathematical Theories of Logic and Probabilities, Walton, London, 1854.
[28] M. Botur, R. Halaš, R. Mesiar, J. Pócs, On generating of idempotent aggregation functions on finite lattices, Inf. Sci. 430/431 (2018) 39-45.
[29] L.E.J. Brouwer, Die Theorie der endlichen kontinuierlichen Gruppen unabhängig von den Axiomen von Lie, Math. Ann. 67 (1909) 246-267.
[30] A. Burchard, H. Hajaiej, Rearrangement inequalities for functionals with monotone integrands, J. Funct. Anal. 233 (2005) 561-582.
[31] M. Busaniche, Decomposition of BL-chains, Algebra Univers. 52 (2004) 519-525.
[32] T. Calvo, B. De Baets, J. Fodor, The functional equations of Frank and Alsina for uninorms and nullnorms, Fuzzy Sets Syst. 120 (2001) 385-394.
[33] T. Calvo, A. Kolesárová, M. Komorníková, R. Mesiar, Aggregation operators: properties, classes and construction methods, in: T. Calvo, G. Mayor, R. Mesiar (Eds.), Aggregation Operators. New Trends and Applications, Physica-Verlag, Heidelberg, 2002, pp. 3-104.
[34] T. Calvo, G. Mayor, R. Mesiar (Eds.), Aggregation Operators. New Trends and Applications, Physica-Verlag, Heidelberg, 2002.
[35] T. Calvo, R. Mesiar, Continuous generated associative aggregation operators, Fuzzy Sets Syst. 126 (2002) 191-197.
[36] T. Calvo, R. Mesiar, Aggregation operators: ordering and bounds, Fuzzy Sets Syst. 139 (2003) 685-697.
[37] H. Carley, M.D. Taylor, A new proof of Sklar's Theorem, in: C.M. Cuadras, J. Fortiana, J.A. Rodríguez-Lallena (Eds.), Distributions with Given Marginals and Statistical Modelling, Kluwer, Dordrecht, 2002, pp. 29-34.
[38] J.H. Carruth, J.A. Hildebrant, R.J. Koch, The Theory of Topological Semigroups, Marcel Dekker, New York, 1983.
[39] É. Cartan, La théorie des groupes finis et continus et l'Analysis Situs, Gauthier-Villars, Paris, 1930.
[40] G.D. Çaylı, F. Karaçal, R. Mesiar, On a new class of uninorms on bounded lattices, Inf. Sci. 367/368 (2016) 221-231.
[41] G.D. Çaylı, F. Karaçal, R. Mesiar, On internal and locally internal uninorms on bounded lattices, Int. J. Gen. Syst. 48 (2019) 235-259.
[42] K.C. Cheung, Upper comonotonicity, Insur. Math. Econ. 45 (2009) 35-40.
[43] R. Cignoli, F. Esteva, L. Godo, F. Montagna, On a class of left-continuous t-norms, Fuzzy Sets Syst. 131 (2002) 283-296.
[44] R. Cignoli, F. Esteva, L. Godo, A. Torrens, Basic fuzzy logic is the logic of continuous t-norms and their residua, Soft Comput. 4 (2000) 106-112.
[45] A.H. Clifford, Bands of semigroups, Proc. Am. Math. Soc. 5 (1954) 499-504.
[46] A.H. Clifford, Naturally totally ordered commutative semigroups, Am. J. Math. 76 (1954) 631-646.
[47] A.H. Clifford, Connected ordered topological semigroups with idempotent endpoints. I, Trans. Am. Math. Soc. 88 (1958) 80-98.
[48] A.H. Clifford, Totally ordered commutative semigroups, Bull. Am. Math. Soc. 64 (1958) 305-316.
[49] A.H. Clifford, Completions of semicontinuous ordered commutative semigroups, Duke Math. J. 26 (1959) 193-208.
[50] A.H. Clifford, Connected ordered topological semigroups with idempotent endpoints. II, Trans. Am. Math. Soc. 91 (1959) 193-208.
[51] A.H. Clifford, G.B. Preston, The Algebraic Theory of Semigroups, American Mathematical Society, Providence, 1961.
[52] A.C. Climescu, Sur l'équation fonctionnelle de l'associativité, Bull. Éc. Polytech. Iassy 1 (1946) 1-16.
[53] W.H. Cornish, BCK-algebras with a supremum, Math. Jpn. 27 (1982) 63-73.
[54] Y. Dan, B.Q. Hu, J. Qiao, New construction of t-norms and t-conorms on bounded lattices, Fuzzy Sets Syst. 395 (2020) 40-70.
[55] W.F. Darsow, B. Nguyen, E.T. Olsen, Copulas and Markov processes, Ill. J. Math. 36 (1992) 600-642.
[56] B.A. Davey, H.A. Priestley, Introduction to Lattices and Order, second edition, Cambridge University Press, Cambridge, 2002.
[57] B. De Baets, Uninorms: the known classes, in: D. Ruan, H.A. Abderrahim, P. D'hondt, E.E. Kerre (Eds.), Fuzzy Logic and Intelligent Technologies for Nuclear Science and Industry. Proceedings of the Third International FLINS Workshop, World Scientific, Singapore, 1998, pp. 21-28.
[58] B. De Baets, Idempotent uninorms, Eur. J. Oper. Res. 118 (1999) 631-642.
[59] B. De Baets, H. De Meyer, Copulas and the pairwise probabilistic comparison of ordered lists, in: Proceedings of the Tenth International Conference IPMU 2004, Information Processing and Management of Uncertainty in Knowledge-Based Systems, Perugia, vol. 1, 2004, pp. 165-172.
[60] B. De Baets, H. De Meyer, From the comparison of ordered lists to the construction of copulas, in: M. Lopéz-Díaz, M.Á. Gil, P. Grzegorzewski, O. Hryniewicz, J. Lawry (Eds.), Soft Methodology and Random Information Systems, Springer, Berlin, 2004 , pp. 165-172.
[61] B. De Baets, H. De Meyer, Orthogonal grid constructions of copulas, IEEE Trans. Fuzzy Syst. 15 (2007) 1053-1062.
[62] B. De Baets, H. De Meyer, The Frank inequality, Fuzzy Sets Syst. 335 (2018) 18-29.
[63] B. De Baets, H. De Meyer, J. Kalická, R. Mesiar, Flipping and cyclic shifting of binary aggregation functions, Fuzzy Sets Syst. 160 (2009) 752-765.
[64] B. De Baets, J. Fodor, Residual operators of uninorms, Soft Comput. 3 (1999) 89-100.
[65] B. De Baets, J. Fodor, Van Melle's combining function in MYCIN is a representable uninorm: an alternative proof, Fuzzy Sets Syst. 104 (1999) 133-136.
[66] B. De Baets, R. Mesiar, Ordinal sums of aggregation operators, in: B. Bouchon-Meunier, J. Gutiérrez-Ríos, L. Magdalena, R.R. Yager (Eds.), Technologies for Constructing Intelligent Systems, vol. 2, Physica-Verlag, Heidelberg, 2002, pp. 137-148.
[67] P. Deheuvels, Caractérisation complète des lois extrêmes multivariées et de la convergence des types extrêmes, Publ. Inst. Stat. Univ. Paris 23 (1978) 1-36.
[68] G. Deschrijver, E.E. Kerre, Triangular norms and related operators in $L^{*}$-fuzzy set theory, in: E.P. Klement, R. Mesiar (Eds.), Logical, Algebraic, Analytic, and Probabilistic Aspects of Triangular Norms, Elsevier, Amsterdam, 2005, pp. 231-259, chapter 8.
[69] F.M.L. Di Lascio, F. Durante, P. Jaworski, Truncation invariant copulas and a testing procedure, J. Stat. Comput. Simul. 86 (2016) $2362-2378$.
[70] R.P. Dickinson Jr., On right zero unions of commutative semigroups, Pac. J. Math. 41 (1972) 355-364.
[71] J. Dombi, Basic concepts for a theory of evaluation: the aggregative operator, Eur. J. Oper. Res. 10 (1982) 282-293.
[72] J. Drewniak, P. Drygaś, E. Rak, Distributivity between uninorms and nullnorms, Fuzzy Sets Syst. 159 (2008) 1646-1657.
[73] P. Drygaś, A characterization of idempotent nullnorms, Fuzzy Sets Syst. 145 (2004) 455-461.
[74] P. Drygaś, On properties of uninorms with underlying t-norm and t-conorm given as ordinal sums, Fuzzy Sets Syst. 161 (2010) 149-157.
[75] F. Durante, J. Fernández-Sánchez, J.J. Quesada-Molina, Flipping of multivariate aggregation functions, Fuzzy Sets Syst. 252 (2014) 66-75.
[76] F. Durante, J. Fernández-Sánchez, C. Sempi, Sklar's theorem obtained via regularization techniques, Nonlinear Anal. 75 (2012) $769-774$.
[77] F. Durante, J. Fernández-Sánchez, C. Sempi, Multivariate patchwork copulas: a unified approach with applications to partial comonotonicity, Insur. Math. Econ. 53 (2013) 897-905.
[78] F. Durante, J. Fernández-Sánchez, C. Sempi, A topological proof of Sklar's theorem, Appl. Math. Lett. 26 (2013) 945-948.
[79] F. Durante, J. Fernández-Sánchez, W. Trutschnig, M. Úbeda Flores, On the size of subclasses of quasi-copulas and their Dedekind-MacNeille completion, Mathematics 8 (2020) 2238.
[80] F. Durante, C. Ignazzi, P. Jaworski, On the class of truncation invariant bivariate copulas under constraints, J. Math. Anal. Appl. 509 (2022) 125898.
[81] F. Durante, A. Kolesárová, R. Mesiar, C. Sempi, Copulas with given values on a horizontal and a vertical section, Kybernetika (Prague) 43 (2007) 209-220.
[82] F. Durante, R. Mesiar, P.L. Papini, C. Sempi, 2-increasing binary aggregation operators, Inf. Sci. 177 (2007) 111-129.
[83] F. Durante, J.J. Quesada-Molina, C. Sempi, Semicopulas: characterizations and applicability, Kybernetika (Prague) 42 (2006) $287-302$.
[84] F. Durante, S. Saminger-Platz, P. Sarkoci, On representations of 2-increasing binary aggregation functions, Inf. Sci. 178 (2008) $4534-4541$.
[85] F. Durante, S. Saminger-Platz, P. Sarkoci, Rectangular patchwork for bivariate copulas and tail dependence, Commun. Stat., Theory Methods 38 (2009) 2515-2527.
[86] F. Durante, C. Sempi, Semicopulæ, Kybernetika (Prague) 41 (2005) 315-328.
[87] F. Durante, C. Sempi, Principles of Copula Theory, CRC Press, Boca Raton, 2015.
[88] A. Dvořák, M. Holčapek, J. Paseka, On ordinal sums of partially ordered monoids: a unified approach to ordinal sum constructions of t-norms, t-conorms and uninorms, Fuzzy Sets Syst. 446 (2022) 4-25.
[89] A. Erdely, J.M. González-Barrios, On the construction of families of absolutely continuous copulas with given restrictions, Commun. Stat., Theory Methods 35 (2006) 649-659.
[90] Ü. Ertuğrul, F. Karaçal, R. Mesiar, Modified ordinal sums of triangular norms and triangular conorms on bounded lattices, Int. J. Intell. Syst. 30 (2015) 807-817.
[91] F. Esteva, L. Godo, Monoidal t-norm based logic: towards a logic for left-continuous t-norms, Fuzzy Sets Syst. 124 (2001) $271-288$.
[92] F. Esteva, L. Godo, P. Hájek, F. Montagna, Hoops and fuzzy logic, J. Log. Comput. 13 (2003) 531-555.
[93] W.M. Faucett, Topological semigroups and continua, PhD thesis, Tulane University, 1954.
[94] W.M. Faucett, Compact semigroups irreducibly connected between two idempotents, Proc. Am. Math. Soc. 6 (1955) $741-747$.
[95] W.M. Faucett, Topological semigroups and continua with cut points, Proc. Am. Math. Soc. 6 (1955) 748-756.
[96] O.P. Faugeras, Sklar's theorem derived using probabilistic continuation and two consistency results, J. Multivar. Anal. 122 (2013) $271-277$.
[97] Q. Feng, Uninorm solutions and (or) nullnorm solutions to the modularity condition equations, Fuzzy Sets Syst. 148 (2004) $231-242$.
[98] J. Fernández-Sánchez, R.B. Nelsen, M. Úbeda-Flores, Multivariate copulas, quasi-copulas and lattices, Stat. Probab. Lett. 81 (2011) 1365-1369.
[99] J. Fernández Sánchez, W. Trutschnig, M. Tschimpke, Markov product invariance in classes of bivariate copulas characterized by univariate functions, J. Math. Anal. Appl. 501 (2021) 125184.
[100] J. Fernández-Sánchez, M. Úbeda Flores, Proving Sklar's theorem via Zorn's lemma, Int. J. Uncertain. Fuzziness Knowl.-Based Syst. 26 (2021) 81-85.
[101] J. Fodor, Left-continuous t-norms in fuzzy logic: an overview, Acta Polytech. Hung. 1 (2) (2004) 35-47.
[102] J. Fodor, Contrapositive symmetry of fuzzy implications, Fuzzy Sets Syst. 69 (1995) 141-156.
[103] J. Fodor, R.R. Yager, A. Rybalov, Structure of uninorms, Int. J. Uncertain. Fuzziness Knowl.-Based Syst. 5 (1997) 411-427.
[104] M.J. Frank, Associativity in a class of operations on spaces of distribution functions, Aequ. Math. 12 (1975) 121-144.
[105] M.J. Frank, On the simultaneous associativity of $F(x, y)$ and $x+y-F(x, y)$, Aequ. Math. 19 (1979) 194-226.
[106] L. Fuchs, Partially Ordered Algebraic Systems, Pergamon Press, Oxford, 1963.
[107] S. Fuchs, Multivariate copulas: transformations, symmetry, order and measures of concordance, Kybernetika (Prague) 50 (2014) 725-743.
[108] S. Fuchs, K.D. Schmidt, Bivariate copulas: transformations, asymmetry and measures of concordance, Kybernetika (Prague) 50 (2014) 109-125.
[109] D. Gabbay, G. Metcalfe, Fuzzy logics based on [0, 1)-continuous uninorms, Arch. Math. Log. 46 (2007) 425-449.
[110] C. Genest, J.J. Quesada-Molina, J.A. Rodríguez-Lallena, C. Sempi, A characterization of quasi-copulas, J. Multivar. Anal. 69 (1999) 193-205.
[111] G. Gierz, K.H. Hofmann, K. Keimel, J.D. Lawson, M.W. Mislove, D.S. Scott, A Compendium of Continuous Lattices, Springer, Berlin, 1980.
[112] L. Godo, M. Sócola-Ramos, F. Esteva, On the logic of left-continuous t-norms and right-continuous t-conorms, in: M.-J. Lesot, S.M. Vieira, M.Z. Reformat, J.P. Carvalho, A. Wilbik, B. Bouchon-Meunier, R.R. Yager (Eds.), Information Processing and Management of Uncertainty in Knowledge-Based Systems. Proceedings of the 18th International Conference, IPMU 2020, Lisbon, Springer, Cham, 2020, pp. 654-665, Part III.
[113] S. Gottwald, A Treatise on Many-Valued Logic, Research Studies Press, Baldock, 2001.
[114] M. Grabisch, J.-L. Marichal, R. Mesiar, E. Pap, Aggregation Functions, Cambridge University Press, Cambridge, 2009.
[115] M. Grabisch, J.-L. Marichal, R. Mesiar, E. Pap, Aggregation functions: construction methods, conjunctive, disjunctive and mixed classes, Inf. Sci. 181 (2011) 23-43.
[116] P. Hájek, Basic fuzzy logic and BL-algebras, Soft Comput. 2 (1998) 124-128.
[117] P. Hájek, Metamathematics of Fuzzy Logic, Kluwer, Dordrecht, 1998.
[118] P. Hájek, T. Havránek, R. Jiroušek, Uncertain Information Processing in Expert Systems, CRC Press, Boca Raton, 1992.
[119] P. Hájek, F. Montagna, A note on the first-order logic of complete BL-chains, MLQ Math. Log. Q. 54 (2008) 435-446.
[120] R. Halaš, Z. Kurač, R. Mesiar, J. Pócs, Binary generating set of the clone of idempotent aggregation functions on bounded lattices, Inf. Sci. 462 (2018) 367-373.
[121] R. Halaš, R. Mesiar, J. Pócs, On generating sets of the clone of aggregation functions on finite lattices, Inf. Sci. 476 (2019) 38-47.
[122] K.H. Hofmann, J.D. Lawson, Linearly ordered semigroups: historic origins and A. H. Clifford's influence, in: K.H. Hofmann, M.W. Mislove (Eds.), Semigroup Theory and Its Applications, Cambridge University Press, Cambridge, 1996, pp. 15-39.
[123] U. Höhle, Commutative, residuated 1-monoids, in: U. Höhle, E.P. Klement (Eds.), Non-Classical Logics and Their Applications to Fuzzy Subsets. A Handbook of the Mathematical Foundations of Fuzzy Set Theory, Kluwer, Dordrecht, 1995, pp. 53-106.
[124] M. Hosszú, Some functional equations related with the associativity law, Publ. Math. (Debr.) 3 (1954) 205-214.
[125] M.A. İnce, F. Karaçal, R. Mesiar, Medians and nullnorms on bounded lattices, Fuzzy Sets Syst. 289 (2016) 74-81.
[126] P. Jaworski, T. Rychlik, On distributions of order statistics for absolutely continuous copulas with applications to reliability, Kybernetika (Prague) 44 (2008) 757-776.
[127] S. Jenei, Geometry of left-continuous t-norms with strong induced negations, Belg. J. Oper. Res. Stat. Comput. Sci. 38 (1998) 5-16.
[128] S. Jenei, The structure of Girard monoids on [0, 1], in: E.P. Klement, S.E. Rodabaugh (Eds.), Abstracts of LINZ '99. Topological and Algebraic Structures, 1999, pp. 21-33.
[129] S. Jenei, Structure of left-continuous triangular norms with strong induced negations. (I) Rotation construction, J. Appl. Non-Class. Log. 10 (2000) 83-92.
[130] S. Jenei, Continuity of left-continuous triangular norms with strong induced negations and their boundary conditions, Fuzzy Sets Syst. 124 (2001) 35-41.
[131] S. Jenei, The structure of left-continuous t-norms with strong induced negations. (II) Rotation-annihilation construction, J. Appl. Non-Class. Log. 11 (2001) 351-366.
[132] S. Jenei, A note on the ordinal sum theorem and its consequence for the construction of triangular norms, Fuzzy Sets Syst. 126 (2002) 199-205.
[133] S. Jenei, Structure of left-continuous t-norms with strong induced negations. (III) Construction and decomposition, Fuzzy Sets Syst. 128 (2002) 197-208.
[134] S. Jenei, Structure of Girard monoids on [0, 1], in: S.E. Rodabaugh, E.P. Klement (Eds.), Topological and Algebraic Structures in Fuzzy Sets. A Handbook of Recent Developments in the Mathematics of Fuzzy Sets, Kluwer, Dordrecht, 2003, pp. 277-308, chapter 10.
[135] S. Jenei, How to construct left-continuous triangular norms-state of the art, Fuzzy Sets Syst. 143 (2004) 27-45.
[136] S. Jenei, On the determination of left-continuous $t$-norms and continuous archimedean $t$-norms on some segments, Aequ. Math. 70 (2005) 177-188.
[137] S. Jenei, A survey on left-continuous t-norms and pseudo t-norms, in: E.P. Klement, R. Mesiar (Eds.), Logical, Algebraic, Analytic, and Probabilistic Aspects of Triangular Norms, Elsevier, Amsterdam, 2005, pp. 113-142, chapter 5.
[138] S. Jenei, B. De Baets, Rotation and rotation-annihilation construction of associative and partially compensatory aggregation operators, IEEE Trans. Fuzzy Syst. 12 (2004) 606-614.
[139] S. Jenei, J. Fodor, On continuous triangular norms, Fuzzy Sets Syst. 100 (1998) 273-282.
[140] S. Jenei, F. Montagna, A general method for constructing left-continuous t-norms, Fuzzy Sets Syst. 136 (2003) $263-282$.
[141] S. Jenei, F. Montagna, On the continuity points of left-continuous t-norms, Arch. Math. Log. 42 (2003) 797-810.
[142] H. Joe, Dependence Modeling with Copulas, CRC Press, Boca Raton, 2015.
[143] F. Karaçal, Ü. Ertuğrul, R. Mesiar, Characterization of uninorms on bounded lattices, Fuzzy Sets Syst. 308 (2017) 54-71.
[144] F. Karaçal, M.A. İnce, R. Mesiar, Nullnorms on bounded lattices, Inf. Sci. 325 (2015) 227-236.
[145] F. Karaçal, R. Mesiar, Uninorms on bounded lattices, Fuzzy Sets Syst. 261 (2015) 33-43.
[146] F. Karaçal, R. Mesiar, Aggregation functions on bounded lattices, Int. J. Gen. Syst. 46 (2017) 37-51.
[147] T. Kasper, S. Fuchs, W. Trutschnig, On convergence of associative copulas and related results, Depend. Model. 9 (2021) $307-326$.
[148] F. Klein-Barmen, Über gewisse Halbverbände und kommutative Semigruppen II, Math. Z. 48 (1942/43) 715-734.
[149] E.P. Klement, Construction of fuzzy $\sigma$-algebras using triangular norms, J. Math. Anal. Appl. 85 (1982) 543-565.
[150] E.P. Klement, A. Kolesárová, Extension to copulas and quasi-copulas as special 1-Lipschitz aggregation operators, Kybernetika (Prague) 41 (2005) 329-348.
[151] E.P. Klement, A. Kolesárová, R. Mesiar, C. Sempi, Copulas constructed from horizontal sections, Commun. Stat., Theory Methods 36 (2007) 2901-2911.
[152] E.P. Klement, R. Mesiar, A. Mesiarová-Zemánková, S. Saminger-Platz, Logical connectives for granular computing, in: W. Pedrycz, A. Skowron, V. Kreinovich (Eds.), Handbook of Granular Computing, John Wiley \& Sons, Chichester, 2008, pp. 205-224.
[153] E.P. Klement, R. Mesiar, E. Pap, On the relationship of associative compensatory operators to triangular norms and conorms, Int. J. Uncertain. Fuzziness Knowl.-Based Syst. 4 (1996) 129-144.
[154] E.P. Klement, R. Mesiar, E. Pap, Triangular Norms, Kluwer, Dordrecht, 2000.
[155] E.P. Klement, R. Mesiar, E. Pap, Uniform approximation of associative copulas by strict and non-strict copulas, Ill. J. Math. 45 (2001) 1393-1400.
[156] E.P. Klement, R. Mesiar, E. Pap, Measure-based aggregation operators, Fuzzy Sets Syst. 142 (2004) 3-14.
[157] E.P. Klement, R. Mesiar, E. Pap, Triangular norms. Position paper II: general constructions and parameterized families, Fuzzy Sets Syst. 145 (2004) 411-438.
[158] E.P. Klement, R. Mesiar, E. Pap, Triangular norms. Position paper III: continuous t-norms, Fuzzy Sets Syst. 145 (2004) 439-454.
[159] E.P. Klement, R. Mesiar, E. Pap, Different types of continuity of triangular norms revisited, New Math. Nat. Comput. 1 (2005) 195-211.
[160] A. Kolesárová, 1-Lipschitz aggregation operators and quasi-copulas, Kybernetika (Prague) 39 (2003) 615-629.
[161] A. Kolesárová, R. Mesiar, J. Kalická, On a new construction of 1-Lipschitz aggregation functions, quasi-copulas and copulas, Fuzzy Sets Syst. 226 (2013) 19-31.
[162] A. Kolesárová, J. Mordelová, 1-Lipschitz and kernel aggregation operators, in: Proceedings AGOP '2001, Oviedo, 2001 , pp. 71-76.
[163] A. Kolesárová, R. Mesiar, On linear and quadratic constructions of aggregation functions, Fuzzy Sets Syst. 268 (2015) 1-14.
[164] M. Komorníková, R. Mesiar, Aggregation functions on bounded partially ordered sets and their classification, Fuzzy Sets Syst. 175 (2011) 48-56.
[165] G.M. Krause, A strengthened form of Ling's theorem on associative functions, PhD thesis, Illinois Institute of Technology, Chicago, 1981.
[166] G.M. Krause, Interior idempotents and non-representability of groupoids, Stochastica 7 (1983) 5-10.
[167] B. Lafuerza-Guillén, J.A. Rodríguez-Lallena, C. Sempi, Some classes of probabilistic normed spaces, Rend. Mat. Appl. (7) 17 (1997) 237-252.
[168] A.N. Lagerås, Copulas for Markovian dependence, Bernoulli 16 (2010) 331-342.
[169] M.C. Laskowski, Y.V. Shashoua, A classification of BL-algebras, Fuzzy Sets Syst. 131 (2002) 271-282.
[170] Y.-M. Li, Z.-K. Shi, Remarks on uninorm aggregation operators, Fuzzy Sets Syst. 114 (2000) 377-380.
[171] C.-H. Ling, Representation of associative functions, PhD thesis, Illinois Institute of Technology, 1964.
[172] C.-H. Ling, Representation of associative functions, Publ. Math. (Debr.) 12 (1965) 189-212.
[173] R. Lipschitz, De explicatione per series trigonometricas instituenda functionum unius variabilis arbitrariarum, et praecipue earum, quae per variabilis spatium finitum valorum maximorum et minimorum numerum habent infinitum, disquisitio, J. Reine Angew. Math. 63 (1864) 296-308.
[174] K. Maes, B. De Baets, On the structure of left-continuous t-norms that have a continuous contour line, Fuzzy Sets Syst. 158 (2007) 843-860.
[175] J.-F. Mai, M. Scherer, Simulating Copulas. Stochastic Models, Sampling Algorithms and Applications. With Contributions by Claudia Czado, Elke Korn, Ralf Korn and Jakob Stöber, second edition, World Scientific, Hackensack, 2017.
[176] G. Mas, G. Mayor, J. Torrens, t-operators, Int. J. Uncertain. Fuzziness Knowl.-Based Syst. 7 (1999) 31-50.
[177] G. Mas, G. Mayor, J. Torrens, The modularity condition for uninorms and t-operators, Fuzzy Sets Syst. 126 (2002) $207-218$.
[178] G. Mayor, J. Torrens, Triangular norms on discrete settings, in: E.P. Klement, R. Mesiar (Eds.), Logical, Algebraic, Analytic, and Probabilistic Aspects of Triangular Norms, Elsevier, Amsterdam, 2005, pp. 189-230, chapter 7.
[179] J. Medina, Characterizing when an ordinal sum of t-norms is a t-norm on bounded lattices, Fuzzy Sets Syst. 202 (2012) 75-88.
[180] K. Menger, Statistical metrics, Proc. Natl. Acad. Sci. USA 8 (1942) 535-537.
[181] R. Mesiar, V. Jágr, M. Juráňová, M. Komorníková, Univariate conditioning of copulas, Kybernetika (Prague) 44 (2008) $807-816$.
[182] R. Mesiar, V. Najjari, New families of symmetric/asymmetric copulas, Fuzzy Sets Syst. 252 (2014) 99-110.
[183] R. Mesiar, C. Sempi, Ordinal sums and idempotents of copulas, Aequ. Math. 79 (2010) 39-52.
[184] R. Mesiar, J. Szolgay, $W$-ordinal sums of copulas and quasi-copulas, in: Proceedings MAGIA \& UWPM 2004, Slovak University of Technology, Publishing House of STU, Bratislava, 2004, pp. 78-83.
[185] A. Mesiarová-Zemánková, A note on decomposition of idempotent uninorms into an ordinal sum of singleton semigroups, Fuzzy Sets Syst. 299 (2016) 140-145.
[186] A. Mesiarová-Zemánková, Ordinal sum construction for uninorms and generalized uninorms, Int. J. Approx. Reason. 76 (2016) 1-17.
[187] A. Mesiarová-Zemánková, Structure of uninorms with continuous diagonal functions, in: S. Saminger-Platz, R. Mesiar (Eds.), On Logical, Algebraic, and Probabilistic Aspects of Fuzzy Set Theory, Springer, Switzerland, 2016, pp. 109-135.
[188] A. Mesiarová-Zemánková, Characterization of uninorms with continuous underlying t-norm and t-conorm by means of the ordinal sum construction, Int. J. Approx. Reason. 83 (2017) 176-192.
[189] A. Mesiarová-Zemánková, Ordinal sums of representable uninorms, Fuzzy Sets Syst. 308 (2017) 42-53.
[190] A. Mesiarová-Zemánková, R. Mesiar, Y. Su, Ordinal sum constructions for aggregation functions on the real unit interval, Iran. J. Fuzzy Syst. 19 (2022) 83-96.
[191] T. Mikosch, Copulas: tales and facts, Extremes 9 (2006) 3-20.
[192] T. Mikosch, Copulas: tales and facts-rejoinder, Extremes 9 (2006) 55-62.
[193] I. Montes, E. Miranda, R. Pelessoni, P. Vicig, Sklar's theorem in an imprecise setting, Fuzzy Sets Syst. 278 (2015) 48-66.
[194] D.S. Moore, M.C. Spruill, Unified large-sample theory of general chi-squared statistics for tests of fit, Ann. Stat. 3 (1975) $599-616$.
[195] P.S. Mostert, A.L. Shields, On the structure of semigroups on a compact manifold with boundary, Ann. Math., II. Ser. 65 (1957) 117-143.
[196] R. Moynihan, Infinite $\tau_{T}$ products of probability distribution functions, J. Aust. Math. Soc. (Ser. A) 26 (1978) 227-240.
[197] R. Moynihan, On $\tau_{T}$ semigroups of probability distribution functions II, Aequ. Math. 17 (1978) 19-40.
[198] R.B. Nelsen, An Introduction to Copulas, second edition, Springer, New York, 2006.
[199] C. Noguera, F. Esteva, L. Godo, Generalized continuous and left-continuous t-norms arising from algebraic semantics for fuzzy logics, Inf. Sci. 180 (2010) 1354-1372.
[200] F. Oertel, An analysis of the Rüschendorf transform - with a view towards Sklar's Theorem, Depend. Model. 3 (2015) $113-125$.
[201] E.T. Olsen, W.F. Darsow, B. Nguyen, Copulas and Markov operators, in: L. Rüschendorf, B. Schweizer, M.D. Taylor (Eds.), Distributions with Fixed Marginals and Related Topics. Proceedings of the AMS-IMS-SIAM Joint Summer Research Conference on Distributions with Fixed Marginals, Doubly Stochastic Measures and Markov Operators held in Seattle, WA, August 1-5, 1993, Institute of Mathematical Statistics, Hayward, 1996, pp. 244-259.
[202] M. Omladič, N. Stopar, A full scale Sklar's theorem in the imprecise setting, Fuzzy Sets Syst. 393 (2020) 113-125.
[203] M. Omladič, N. Stopar, Multivariate imprecise Sklar type theorems, Fuzzy Sets Syst. 428 (2022) 80-101.
[204] M. Ó Searcóid, Metric Spaces, Springer, London, 2007.
[205] A.B. Paalman-de Miranda, Topological Semigroups, Matematisch Centrum, Amsterdam, 1964.
[206] E. Pap, An integral generated by a decomposable measure, Univ. Novom Sadu Zb. Rad. Prirod.-Mat. Fak. Ser. Mat. 20 (1990) 135-144.
[207] P. Perny, Modélisation, agrégation et exploitation des préférences floues dans une problématique de rangement, PhD thesis, Université ParisDauphine, Paris, 1992.
[208] P. Perny, B. Roy, The use of fuzzy outranking relations in preference modelling, Fuzzy Sets Syst. 49 (1992) 33-53.
[209] J. Pfanzagl, Characterizations of conditional expectations, Ann. Math. Stat. 38 (1967) 415-421.
[210] D. Pfeifer, O. Ragulina, Generating unfavourable VaR scenarios under solvency II with patchwork copulas, Depend. Model. 9 (2021) 327-346.
[211] G.B. Preston, A. H. Clifford: an appreciation of his work on the occasion of his sixty-fifth birthday, Semigroup Forum 7 (1974) $32-57$.
[212] M.M. Rao, Measure Theory and Integration, John Wiley \& Sons, New York, 1987.
[213] J.A. Rodríguez-Lallena, M. Úbeda Flores, Some new characterizations and properties of quasi-copulas, Fuzzy Sets Syst. 160 (2009) $717-725$.
[214] L. Rüschendorf, On the distributional transform, Sklar's theorem, and the empirical copula process, J. Stat. Plan. Inference 139 (2009) 3921-3927.
[215] S. Saminger, On ordinal sums of triangular norms on bounded lattices, Fuzzy Sets Syst. 157 (2006) 1403-1416.
[216] S. Saminger-Platz, M. Dibala, E.P. Klement, R. Mesiar, Ordinal sums of binary conjunctive operations based on the product, Publ. Math. (Debr.) 91 (2017) 63-80.
[217] S. Saminger-Platz, E.P. Klement, R. Mesiar, A note on ordinal sums of t-norms on bounded lattices, in: Proceedings Joint EUSFLAT-LFA 2005. Fourth Conference of the European Society for Fuzzy Logic and Technology and 11 Rencontres Francophones sur la Logique Floue et ses Applications, Barcelona, 2005, pp. 385-388.
[218] S. Saminger-Platz, E.P. Klement, R. Mesiar, A note on ordinal sums of t-norms and t-subnorms on bounded lattices, in: Proceedings IPMU 2006. 11th International Conference on Information Processing and Management of Uncertainty in Knowledge-Based Systems, Paris, 2006, pp. 664-670.
[219] S. Saminger-Platz, E.P. Klement, R. Mesiar, On extensions of triangular norms on bounded lattices, Indag. Math., N.S. 19 (2008) 135-150.
[220] S. Saminger-Platz, A. Kolesárová, R. Mesiar, E.P. Klement, A note on a generalized Frank functional equation, Fuzzy Sets Syst. 335 (2018) 48-54.
[221] S. Saminger-Platz, A. Kolesárová, A. Šeliga, R. Mesiar, E.P. Klement, New results on perturbation-based copulas, Depend. Model. 9 (2021) 347-373.
[222] B. Schweizer, Thirty years of copulas, in: G. Dall'Aglio, S. Kotz, G. Salinetti (Eds.), Advances in Probability Distributions with Given Marginals. Beyond the Copulas, Kluwer, Dordrecht, 1991, pp. 13-50.
[223] B. Schweizer, Triangular norms, looking back—triangle functions, looking ahead, in: E.P. Klement, R. Mesiar (Eds.), Logical, Algebraic, Analytic, and Probabilistic Aspects of Triangular Norms, Elsevier, Amsterdam, 2005, pp. 3-15, chapter 1.
[224] B. Schweizer, A. Sklar, Espaces métriques aléatoires, C. R. Acad. Sci. Paris Sér. A 247 (1958) 2092-2094.
[225] B. Schweizer, A. Sklar, Statistical metric spaces, Pac. J. Math. 10 (1960) 313-334.
[226] B. Schweizer, A. Sklar, Associative functions and statistical triangle inequalities, Publ. Math. (Debr.) 8 (1961) $169-186$.
[227] B. Schweizer, A. Sklar, Associative functions and abstract semigroups, Publ. Math. (Debr.) 10 (1963) 69-81.
[228] B. Schweizer, A. Sklar, Probabilistic Metric Spaces, North-Holland, New York, 1983.
[229] B. Schweizer, A. Sklar, Probabilistic Metric Spaces, Dover Publications, Mineola, 2006.
[230] C. Sempi, Conditional expectations and idempotent copulæ, in: C.M. Cuadras, J. Fortiana, J.A. Rodríguez-Lallena (Eds.), Distributions with Given Marginals and Statistical Modelling, Kluwer, Dordrecht, 2002, pp. 223-228.
[231] C. Sempi, A short and partial history of probabilistic normed spaces, Mediterr. J. Math. 3 (2006) 283-300.
[232] C. Sempi, Quasi-copulas: a brief survey, in: M. Úbeda-Flores, E. de Amo-Artero, F. Durante, J. Fernández-Sánchez (Eds.), Copulas and Dependence Models with Applications, Springer, Cham, 2017, pp. 203-224.
[233] A.N. Šerstnev, Random normed spaces: problems of completeness, Kazan. Gos. Univ. Uč. Zap. 122 (1962) 3-20.
[234] K.F. Siburg, P.A. Stoimenov, Gluing copulas, Commun. Stat., Theory Methods 37 (2008) 3124-3134.
[235] K.F. Siburg, C. Strothmann, Stochastic monotonicity and the Markov product for copulas, J. Math. Anal. Appl. 503 (2021) 125348.
[236] W. Silvert, Symmetric summation: a class of operations on fuzzy sets, IEEE Trans. Syst. Man Cybern. 9 (1979) 657-659.
[237] A. Sklar, Fonctions de répartition à $n$ dimensions et leurs marges, Publ. Inst. Stat. Univ. Paris 8 (1959) 229-231.
[238] A. Sklar, Random variables, joint distribution functions, and copulas, Kybernetika (Prague) 9 (1973) 449-460.
[239] A. Sklar, Random variables, distribution functions, and copulas-a personal look backward and forward, in: L. Rüschendorf, B. Schweizer, M.D. Taylor (Eds.), Distributions with Fixed Marginals and Related Topics. Proceedings of the AMS-IMS-SIAM Joint Summer Research Conference on Distributions with Fixed Marginals, Doubly Stochastic Measures and Markov Operators held in Seattle, WA, August 1-5, 1993, Institute of Mathematical Statistics, Hayward, 1996, pp. 1-14.
[240] Y. Su, W. Zong, P. Drygaś, Properties of uninorms with the underlying operations given as ordinal sums, Fuzzy Sets Syst. 357 (2019) 47-57.
[241] M. Sugeno, T. Murofushi, Pseudo-additive measures and integrals, J. Math. Anal. Appl. 122 (1987) 197-222.
[242] A. Tarski, Ordinal Algebras. With Appendices by C.-C. Chang and B. Jónsson, North-Holland, Amsterdam, 1956.
[243] E.-M. Tiit, Mixtures of multivariate quasi-extremal distributions having given marginals, in: L. Rüschendorf, B. Schweizer, M.D. Taylor (Eds.), Distributions with Fixed Marginals and Related Topics. Proceedings of the AMS-IMS-SIAM Joint Summer Research Conference on Distributions with Fixed Marginals, Doubly Stochastic Measures and Markov Operators held in Seattle, WA, August 1-5, 1993, pp. $337-357$.
[244] W. Trutschnig, On a strong metric on the space of copulas and its induced dependence measure, J. Math. Anal. Appl. 384 (2011) 690-705.
[245] M. Úbeda-Flores, J. Fernández-Sánchez, Sklar's theorem: the cornerstone of the theory of copulas, in: M. Úbeda Flores, E. de Amo Artero, F. Durante, J. Fernández-Sánchez (Eds.), Copulas and Dependence Models with Applications, Springer, Cham, 2017, pp. 241-258.
[246] T. Vetterlein, Regular left-continuous t-norms, Semigroup Forum 77 (2008) 339-379.
[247] A.D. Wallace, The structure of topological semigroups, Bull. Am. Math. Soc. 61 (1955) 95-112.
[248] H. Wang, B. Zhao, Generalized ordinal sums of aggregation operators on bounded lattices, Inf. Sci. 532 (2020) 139-154.
[249] R.R. Yager, Uninorms in fuzzy systems modeling, Fuzzy Sets Syst. 122 (2001) 167-175.
[250] R.R. Yager, D.P. Filev, Essentials of Fuzzy Modelling and Control, J. Wiley \& Sons, New York, 1994.
[251] R.R. Yager, A. Rybalov, Uninorm aggregation operators, Fuzzy Sets Syst. 80 (1996) 111-120.
[252] L.A. Zadeh, Fuzzy sets, Inf. Control 8 (1965) 338-353.
[253] D. Zhang, Triangular norms on partially ordered sets, Fuzzy Sets Syst. 153 (2005) 195-209.


[^0]:    * Corresponding author.

    E-mail addresses: fabrizio.durante@unisalento.it (F. Durante), ep.klement@jku.at (E.P. Klement), susanne.saminger-platz@jku.at (S. Saminger-Platz), carlo.sempi@unisalento.it (C. Sempi).
    https://doi.org/10.1016/j.fss.2022.04.001
    0165-0114/© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
    (http://creativecommons.org/licenses/by/4.0/).

[^1]:    ${ }^{1}$ In this section the term idempotent refers to the property just introduced, while in the remainder of the paper the same term denotes a property of elements of $[0,1]$ or of $[0,1]^{d}$.

