
Vol.:(0123456789)

Environmental and Ecological Statistics (2024) 31:801–817
https://doi.org/10.1007/s10651-024-00626-6

1 3

Tail‑dependence clustering of time series with spatial 
constraints

Alessia Benevento1 · Fabrizio Durante2 · Roberta Pappadà3

Received: 26 February 2024 / Revised: 27 April 2024 / Accepted: 11 May 2024 /  
Published online: 16 June 2024 
© The Author(s) 2024

Abstract
We introduce a clustering method for time series based on tail dependence. Such a 
method also considers spatial constraints by means of a suitable procedure merging 
temporal and spatial dependence via extreme-value copulas. The cluster composi-
tion depends on the choice of the hyper-parameter � ∈ (0, 1) used to calibrate the 
contribution of the spatial dependence to the overall dissimilarity. A novel heuristic 
approach to select � based on a suitable connectedness index associated to each clus-
ter of the  partition is proposed.

Keywords  Copula · Hierarchical clustering · Spatial statistics · Tail dependence · 
Time series

1  Introduction

Clustering algorithms are routinely run to summarize and visualize important spatial 
and/or temporal patterns in the climate sciences (Straus 2019). From a risk perspec-
tive, such methods are particularly useful in identifying extreme weather events for a 
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better understanding of the underlying processes that can help to mitigate potentially 
severe impacts on the society (Field 2012).

Cluster analysis for extreme climate events has been mainly used to partition an 
entire region into homogeneous sub-regions (i.e. regionalization) based on similari-
ties in dependence structure. For instance, a novel clustering algorithm for heavy 
rainfall is presented in Bernard et al. (2013) (see also Cooley et al. 2006). A simi-
lar algorithm has been also used in Bador et  al. (2015) to analyze the maxima of 
summer temperatures across Europe. The issue of regionalization techniques in 
an extreme-value context has been also discussed in Saunders et al. (2021), where 
a hierarchical clustering procedure is applied. Apart from the approach based on 
extreme-value theory, the use of copulas has been also beneficial in this respect (see, 
for instance, Di Lascio et al. 2017; Pappadà et al. 2018; Palacios-Rodriguez et al. 
2023). As a matter of fact, cluster methods with spatial constraints can be of interest 
in economics and finance (see, e.g., Asgharian et al. 2013; Fernández-Avilés et al. 
2012; Hüttner et al. 2020; Kopczewska 2022).

The aim of the present work is to develop a clustering algorithm for identify-
ing the extreme joint behaviour among various time series. Specifically, we adopt 
agglomerative hierarchical clustering procedures, which are particularly conveni-
ent in the dependence framework (De Keyser and Gijbels 2023; De Luca and Zuc-
colotto 2021, 2023; Kojadinovic 2004; Fuchs et al. 2021; Fuchs and Wang 2023). 
As a major aspect, our methodology combines the information on both the cross-
sectional dependence and the spatial proximity. In fact, there are  sometimes well 
grounded reasons to require the clusters to be composed of contiguous sites in order 
to create, for instance, spatial risk maps of administrative units, economic areas, etc. 
(D’Urso and Vitale 2020; Fouedjio 2020; Guénard and Legendre 2022). In addition, 
in some cases, the geographical contiguity may reflect the inherent structure of the 
phenomena and may serve as a proxy of the true dependence in the case of scarce/
missing data.

To guarantee a clustering solution that can aid (without strictly enforce) the iden-
tification of sub-groups of time series that are also spatially related, the clustering 
algorithms are usually modified so that the input dissimilarity matrix is a combi-
nation of geographical and non-geographical information (Bourgault et  al. 1992; 
Chavent et al. 2018; Oliver and Webster 1989). In a copula-based framework, the 
COFUST algorithm has been introduced in Disegna et  al. (2017) to group time 
series by joining temporal and spatial information by means of a partitioning-
around-medoids algorithm. This latter algorithm has been modified in Benevento 
and Durante (2024) by using the Wasserstein distance. In a hierarchical framework, 
Benevento and Durante (2023) propose to merge spatial and temporal information 
into suitable correlation matrices that take into account the underlying geometric 
structure of correlation matrix space. Moreover, in Di Lascio et al. (2023), spatial 
weighting is added to the dissimilarity matrix based on copula parameters. In the 
framework of tail dependence, preliminary results have been also developed in Ben-
evento et al. (2023) and Zuccolotto et al. (2023).

Here, we develop a hierarchical clustering algorithm to merge temporal and spa-
tial dependence in the framework of joint tail dependence coefficients (Durante et al. 
2015a). Such coefficients quantify the probability that one time series is taking on very 
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large values given that another one is taking on large values. Specifically, we proceed as 
follows: (a) we assume that the temporal dependence can be conveniently represented 
by an extreme-value copula C, which can provide the upper tail dependence coefficient 
associated with C (Gijbels et al. 2020; Gudendorf and Segers 2012; Zhang et al. 2008); 
(b) then we propose a dissimilarity index based on a modification of the tail depend-
ence coefficient of C that takes into account spatial information; (c) finally, we use the 
obtained dissimilarity matrix as an input for the hierarchical clustering procedure pro-
posed in Bien and Tibshirani (2011). The latter algorithm has a number of advantages 
such as the interpretability of the obtained clustering in terms of the prototypes.

The proposed methodology is fully described in Sect.  2. Section  3 illustrates the 
methodology by means of an empirical analysis of geo-referenced data with observed 
maxima and highlights the main advantages of the proposed methodology. Section 4 
presents some final remarks.

2 � The methodology

We aim to cluster n different units that are represented by a univariate time series (the 
temporal feature) and a vector of (spatial) features embedding the information about 
the geographic location. For instance, the units are sites in which the temperature is 
recorded, while the spatial information is the geographic position of each weather sta-
tion where the measurements are collected.

Thus, the starting point is represented by:

•	 a (T × n) (temporal) matrix, X = (xti) , whose element xti represents the value at 
time t ( t = 1,… , T ) of the temporal feature for the i-th unit ( i = 1,… , n ); each col-
umn of X is a time series;

•	 the p–dimensional vectors s⊤
1
,… , s⊤

n
 associated with each time series in X repre-

senting the geographic information.

The clustering procedure consists of the following steps: (1) modeling of the temporal 
dependence within each univariate series; (2) construction of the cross-sectional tem-
poral (extremal) dependence model; (3) construction of the spatial dependence; (4) glu-
ing of temporal and spatial dependence into a global model; (5) extraction of the dis-
similarity matrix and selection of a dissimilarity-based clustering algorithm yielding a 
final partition. These steps are detailed below.

2.1 � Modeling univariate time series

Following a classical copula-based time series model (Patton 2012; Neumeyer et  al. 
2019), we assume that, for i = 1,… , n , the i–th time series (xti)t=1,…,T is generated by 
the stochastic process

(1)Xti = �i(Zt) + �i(Zt)�ti,
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where �i(⋅) and �i(⋅) represent the conditional mean and standard deviation of the 
i-th time series, and the covariate Zt may include past values of the process Xti at 
different lags or other exogenous variables. For every i, the innovations �ti are dis-
tributed according to a marginal law Fti = Fi for every t (having mean zero and vari-
ance one, for identification) such that, for every t, the joint distribution function of 
(�t1,… , �tn) can be expressed in the form C(F1,… ,Fn) for some copula C.

Notice that C cannot be directly estimated from the original time series, since it is 
necessary to disentangle the dependence from the marginal effects. To this end, we 
proceed as follows: 

	 (i)	 First, we estimate the marginal serial dependence (including possible trend 
and seasonal cycles) from each time series with a model of type (1) by obtain-
ing the fitted 𝜇̂i and 𝜎̂i . To validate the model, tests of homoscedasticity and 
uncorrelatedness are carried out to ensure that the residuals can be considered 
(approximately) as a sample of independent and identically distributed random 
variables.

	 (ii)	 The inference about the copula C is thus based on the estimated residuals 
extracted from the previous step, given by 

 that are transformed into the pseudo-observations, zti = Fi(�̂ti) , where Fi 
may be estimated from a parametric model (Gaussian, Student t, etc.) or by 
using the empirical distribution function.

As a result, (zt1,… , ztn)t=1,…,T contains the information about the link (i.e. the cop-
ula) among the time series under consideration (see, e.g., Rémillard 2017) and can 
be used for estimating the associated tail dependence.

2.2 � Construction of the temporal copula

Once the time series have been converted into pseudo-observations, a suitable 
copula Cts is estimated to describe the dependence among them. Here, focusing on 
the extremal dependence, we assume that Cts is an n–dimensional extreme-value 
(shortly, EV) copula (Gudendorf and Segers 2010). In particular, when extremes 
are of interest, it is natural to study the coefficients of tail dependence, which are 
conveniently expressed for bivariate EV copulas (Durante et al. 2015b; Frahm et al. 
2005).

Any EV copula C can be written, for every u ∈ [0, 1]n , as

for a convex function A defined on the n–dimensional unit simplex, called Pickands 
dependence function (see, e.g., Pickands 1981). Now, the dependence function A 
associated with C conveys the information about the extremal dependence and, as 

(2)�̂ti = (Xti − �̂i(Zt))∕�̂i(Zt),

(3)C(u) = exp

�
n�

i=1

log(ui)A

�
log(u1)∑n

i=1
log(ui)

,… ,
log(un)∑n

i=1
log(ui)

��
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such, it allows us to obtain all the pairwise tail dependence coefficients. In fact, for 
each i, i� ∈ {1,… , n} , the upper tail dependence coefficient �U associated with Cii′ , 
the copula of the i–th and i′–th component of C is given by

where Aii′ is the bivariate function obtained from A when we set all the coordinates 
equal to 0 up to the i-th and i′-th coordinates that are equal to 1/2.

For EV copulas, the estimation of the pairwise tail dependence coefficient may be 
based on the estimation of the Pickands dependence function. To this end, we con-
sider the madogram estimator ÂMD discussed in Marcon et al. (2017) (see also Gij-
bels et al. 2020, section 7) and implemented in Beranger et al. (2023). Specifically, 
the nonparametric estimator ÂMD of the multivariate Pickands dependence function 
is given, for every w in the n–dimensional simplex, by

where

with zti pseudo-observations and c(w) = n−1
∑n

i=1
wi∕(1 + wi) . Notice that, in pres-

ence of missing data, the procedure can be adapted as explained in Boulin et  al. 
(2022).

Thus, the resulting estimation of the upper tail dependence coefficient based on 
the temporal information for the i–th and i′-th time series is given by

where ÂMD
ii�

 is obtained by calculating ÂMD on the vector with all elements equal to 0 
up to the i-th and i′-th coordinates that are equal to 1/2.

Remark 1  In the literature, both parametric (see, e.g., De Luca and Zuccolotto 2011) 
and non-parametric estimators (see, e.g., Durante et al. 2015b) have been considered 
for the pairwise tail dependence coefficients in the clustering framework. The advan-
tage of considering a global (i.e. n–dimensional) estimator for the Pickands func-
tion A rather than pairwise functions, is that the resulting matrix (�̂ts

ii�
) may naturally 

preserve the geometric properties of the upper tail dependence matrices (Embrechts 
et al. 2016; Fiebig et al. 2017).

2.3 � Construction of the spatial copula

In order to include the spatial information, the main idea of the proposed method-
ology is to model the spatial dependence using another n–dimensional EV copula 
Csp that can embed the spatial information contained in (s⊤

1
,… , s⊤

n
) . To this end, we 

(4)�U(Cii� ) = 2(1 − Aii� (1∕2, 1∕2)),

(5)ÂMD(w) =
�̂(w) + c(w)

1 − �̂(w) − c(w)
,

�̂(w) =
1

T

T∑

t=1

(
n⋁

i=1

z
1∕wi

ti
−

1

n

n∑

i=1

z
1∕wi

ti

)
,

(6)�̂
ts
ii�
= 2(1 − ÂMD

ii�
(1∕2, 1∕2)),
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consider the copula associated with the classical max-stable model by Smith (1990). 
This is the so-called Hüsler-Reiss copula (Hüsler and Reiss 1989), whose expres-
sion was recently presented in a convenient form in Nikoloulopoulos et al. (2009), 
section 2.3.

For such copulas, the (pairwise) upper tail dependence coefficient associated with 
the i–th and i′–th component is given by

where Φ(⋅) is the cumulative distribution function of the standard normal distribu-
tion (Schlather and Tawn (2003), page 147); Σ is the covariance matrix of the bivari-
ate standard normal distribution associated with the observations at sites i and i′ . In 
the present context, since we focus on the mere spatial information, we set Σ = I2 , 
the identity matrix. In such a way, �ii′ , which corresponds to �U in Eq. (7) calculated 
for the pair (i, i�) , is only expressed as a function of the distance hii� = ‖si − si�‖2 . 
Hereinafter, we estimate it via the formula

Clearly, as hii� → +∞ , �ii′ → 0.

Remark 2  Notice that, in practice, in order to determine a convenient way to use the 
distance information, it may be useful to standardize the geographic coordinates.

2.4 � Construction of the spatio‑temporal copula

Given the tail dependence matrices (�̂ts
ii�
) and (�̂sp

ii�
) and a fixed � ∈ [0, 1] , we propose 

to model the spatio-temporal dependence via a suitable n–dimensional copula C(�) 
that merges the EV copulas Cts and Csp.

In the general case, copulas can be combined via a convex combination (Durante 
and Sempi 2016). However, since the class CEV of EV copulas is not closed under 
convex combinations, this latter approach cannot be replicated here. Therefore, we 
adopt a different operation, known as Khoudraji’s device (Khoudraji 1995) (see also 
Durante 2009; Liebscher 2008) given by

Now, if both copulas represent the comonotonic (respectively, independent) case, 
i.e. C(u) = D(u) = mini=1,…,n ui (respectively, C(u) = D(u) =

∏
i=1,…,n ui ), then the 

resulting copula is the comonotonicity (respectively, independent) copula.
Thus, C(�) = �

�
(Cts,Csp) represents an n–dimensional copula that merges both 

the temporal and the spatial information. Its parameter � ∈ [0, 1] represents the 
weight assigned to the spatial component; in particular, when � = 0 the spatial infor-
mation is not relevant.

(7)𝜆U(C
sp

ii�
) = 2 − 2Φ

(
((si − si� )

⊤Σ−1(si − si� ))
1∕2

2

)
,

(8)�̂
sp

ii�
= 2 − 2Φ

(
hii�

2

)
.

(9)�
�
∶ CEV × CEV → CEV , �

�
(C,D)(u) = C(u1−�)D(u�).
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As a matter of fact, the bivariate dependence function A(�)

ii�
 associated with C(�) 

is given by

i.e., it is the convex combination of the dependence functions associated with Cts
ii′

 
and Csp

ii′
 (see Genest et al. 1998). Therefore, the upper tail dependence coefficient of 

C
(�)

ii�
 is given by

It turns out that the tail dependence coefficient of the spatio-temporal model for the 
i–th and i′-th time series can be estimated via Eq. (6) and Eq. (8) as

2.5 � Application of the clustering algorithm

To cluster the time series under (soft) spatial constraints, we propose to use a 
cluster algorithm over the tail-dependence dissimilarity matrix (�̂(�)

ii�
) derived from 

the spatio-temporal copula C(�) , in analogy with some previous works (see, e.g., 
D’Urso et al. 2023; De Luca and Zuccolotto 2011, 2017; Durante et al. 2015b).

Thus, for every i, i′ and every � ∈ [0, 1] , the dissimilarity Δ(�)

ii�
 between 

the i-th and i′-th time series can be defined by means of a decreasing function 
f ∶ [0, 1] → [0,+∞] with f (1) = 0 , so that

In particular, maximal tail dependence (i.e. �̂(�)
ii�

= 1 ) corresponds to minimal 
dissimilarity.

Following De Luca and Zuccolotto (2011), a convenient choice is 
f (x) = − ln(x) , which we adopt here and corresponds to

Notice that Δ(�)

ii�
= +∞ when both temporal and spatial copula are tail-independent 

(i.e. the tail dependence coefficient is equal to 0).
The dissimilarity matrix ΔΔΔ(�) = (Δ

(�)

ii�
)i,i�=1,…,n can be used as an input for a dis-

similarity-based hierarchical clustering algorithm (Murtagh and Contreras 2017). 
As is known, such a method provides a representation in a binary tree (one or two 
child nodes at each non-terminal node) commonly referred to as a dendrogram. 
From the tree, we can recover n possible clusterings, where n is the number of 
objects in the clustering.

A
(�)

ii�
(w1,w2) = (1 − �)Ats

ii�
(w1,w2) + �A

sp

ii�
(w1,w2),

(10)�U(C
(�)

ii�
) = (1 − �)�U(C

ts
ii�
) + ��U(C

sp

ii�
).

(11)�̂
(�)

ii�
= (1 − �)�̂ts

ii�
+ ��̂

sp

ii�
.

(12)Δ
(�)

ii�
= f (�̂

(�)

ii�
).

(13)Δ
(�)

ii�
= − ln((1 − �)�̂ts

ii�
+ ��̂

sp

ii�
).
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Among various hierarchical clustering algorithms, we suggest applying the 
method based on minimax linkage (Bien and Tibshirani 2011). This algorithm has a 
few advantages with respect to similar methods for the literature. In particular, 

(a)	 monotone transformation of the dissimilarity matrix leaves the clustering 
unchanged (Bien and Tibshirani 2011, Property 4), so that the choice of the 
function f in Eq. (12) is not relevant;

(b)	 the resulting dendrogram does not admit inversion (Bien and Tibshirani 
2011, Property 2), so it can be easily interpreted;

(c)	 with each node of the dendrogram tree, we have an associated prototype, namely 
the most central data point of its cluster, which eases the cluster interpretation.

Compared to other popular algorithms, agglomerative hierarchical methods based 
on single and complete linkage also satisfy (a) and (b), while average linkage does 
not satisfy (a). All these three linkage methods do not admit, however, a natural cen-
troid/prototype. In contrast, centroid linkage does not satisfy (a) and (b).

2.6 � Hyper‑parameter selection

As underlined in Fouedjio (2020), the cluster composition depends on the choice 
of the hyper-parameter � ∈ (0, 1) that is used in the computation of the dissimilar-
ity between two data locations (see Eq.  (13)). In particular, when � increases, the 
cluster composition tends to favor the geographic proximity of the considered sta-
tions, due to the impact of the spatial component. Thus, roughly speaking, one needs 
to make sure that this parameter is not too small and not too large. For instance, in 
Romary et al. (2015) it is suggested to put a 5–30% on the geographical coordinates 
and the remainder to the attributes.

The choice of � should depend on a trade-off between the preservation of the 
spatial contiguity and the need to identify the units whose behaviour is only partially 
driven by geographic proximity. To provide some heuristics for the selection of � we 
rely on a kind of connectedness index of the cluster partition.

To this end, from the spatial matrix (s⊤
1
,… , s⊤

n
) , we derive the n × n contiguity 

matrix that assigns value 1 to its (i, j) entry if the units i and j are contiguous, i.e. 
spatially adjacent, and value 0, otherwise. Such a matrix is symmetric and can be 
interpreted as an undirected graph whose vertices are the sites where data are col-
lected. In particular, we can count the number of connected components associated 
with this graph (see, e.g., Bollobás 1998), which are composed of units belonging to 
the same macro-area.

Now, consider the set of units with indices {1, 2,… , n} that are partitioned 
according to the algorithm in Sect.  2.5 that depends on the (hyper-)parameter 
� ∈ [0, 1] . For every � ∈ [0, 1] , let P(�) = {G

(�)

1
,… ,G

(�)

K(�)
} be the resulting partition 

into K(�) clusters, K(𝛼)
< n . We consider the function �

�
∶ {1,… ,K(�)} → {1,… , n} 

that assigns to each k ∈ {1,… ,K(�)} , the number of connected components of 
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cluster G(�)

k
 , nk

c
 , with 1 ≤ nk

c
≤ nk , where nk ∈ {1,… , n} denotes the cardinality of 

G
(�)

k
 . Finally, we give the following definition.

Definition 1  For � ∈ [0, 1] , the connectedness index of P(�) is the average number of 
connected components of each element of the partition, i.e.

Clearly, if each element of the partition P(�) is connected, then Conn(P(�)) = 1 . 
The theoretical upper bound of the index is given by the partition with one element 
(cluster) formed of n disconnected components.

Starting with the set of n units, the connectedness index is expected to decrease 
at the increase of � , reaching 1 as � goes to 1. As we will show in the illustration of 
Sect. 3.2, the graph of the function � ↦ Conn(P(�)) can provide some insights about 
the selection of the value � . For instance, it may allow the identification of the value 
of � for which the connectedness index sharply decreases and/or the minimal value 
of � that guarantees a spatially contiguous partition.

3 � Illustration

In this section, we apply the proposed algorithm on monthly maxima precipitation 
data collected throughout the Italian territory. Specifically, the data have been down-
loaded from the Climate Data Store,1 which collects global climate and weather data 
of the past 8 decades. They consist of monthly precipitations from January 2011 till 
November 2023. The considered data spread on n = 527 grid points.

Following an approach similar to the one in Bador et al. (2015), we de-trend the 
observed precipitations following a two-step procedure. First, we remove the multi-
year climatological average from monthly precipitation maxima within the data-set. 
Then, from these residuals, we remove the monthly running average. After this de-
trend process, we have a collection of time series of length T = 155.

Given the set of de-trended time series and the geographical locations, we pro-
ceed in two phases: 

(a)	 we compute the temporal copula as described in Sect. 2 and the associated dis-
similarity matrix. Once the dissimilarity matrix has been obtained, we apply 
four hierarchical clustering algorithms based, respectively, on single, complete, 
average, and minimax linkage. As known, this latter approach will also provide 
the prototypes associated with each cluster.

(b)	 We compute the spatial copula as described in Sect. 2. Then, we compute the 
copula C(�) merging the spatial and temporal information for different values 
� ∈ [0, 1] and use it to compute the dissimilarity matrix ΔΔΔ(�) as in (12).

Conn(P(�)) =
1

K(�)

K(�)∑

k=1

�
�
(k).

1  https://​cds.​clima​te.​coper​nicus.​eu/.

https://cds.climate.copernicus.eu/
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3.1 � Comparison among hierarchical methods on the pure temporal data

As mentioned, in phase (a) we use the time series to compare different hierarchi-
cal clustering algorithms. With the pure temporal dissimilarity matrix at hand, 
which is obtained from Eq.  (13) for � = 0 , we apply the four algorithms based 
on the linkages mentioned above. In a hierarchical clustering procedure, the 
cluster composition is obtained by cutting the dendrogram tree at a given height 
h. Notice that, according to the linkage method, this will result in a different 
interpretation of the obtained groups. Indeed, cutting at height h gives a cluster-
ing such that: it is not possible to find two clusters having points closer than h 
from each other if the single linkage is used; all points of a cluster are within 
h of one another, if the complete linkage is used; all points in each cluster are 
within dissimilarity h from their prototype, when the prototype-based method is 
chosen.

To visualize the results on the Italian map, we need to select a suitable num-
ber of clusters (we let k vary between 5 and 15). To this end, we adopt the Dunn 
index, which is a scalar that formalizes the idea of a ratio between between-
cluster separation and within-cluster compactness for general dissimilarity input 
data and a fixed number of clusters (Dunn 1974; Hennig et  al. 2015). Specifi-
cally, we adopt an index belonging to the family of Dunn indexes implemented 
in the fpc R package (Hennig 2023) and defined as the ratio of minimum aver-
age dissimilarity between two clusters and maximum average within cluster 
dissimilarity. The number of clusters that maximizes the Dunn index is used to 
cut the dendrogram associated with each hierarchical clustering. The resulting 
groups are shown in Fig.  1 on the Italian map. As can be seen, the partitions 
produced by the single and complete linkages are formed of a larger number of 
clusters that appear more unbalanced compared to those obtained via the min-
imax and average linkages. The agreement between the different partitions is 
measured by the Adjusted Rand Index (ARI), where the maximum agreement 
is achieved when such index equals one (Hubert and Arabie 1985). The ARI 
between the minimax and the single, the average, and the complete linkage is 
0.03, 0.67, and 0.51, respectively.

As explained in Sect. 2.5, we exploit the minimax linkage, whose main advan-
tage is to provide cluster prototypes having the desirable property that cutting at 
height h will guarantee that no point will be farther than h from its prototype. 
The minimax linkage hierarchical clustering, implemented via the  R package 
protoclust (Bien and Tibshirani 2022), produces the 5-cluster solution dis-
played in Fig. 1. When � = 0 , the resulting partition does not carry information 
concerning the geographic proximity of the units being clustered, even though 
some units (time series) belong to the same macro-area. By contrast, when � = 1 
the cluster composition is completely determined by the spatial dependence. 
Hence, a convenient choice of � can be a value yielding a suitable compromise 
between the two extreme cases, for which we propose a possible approach based 
on the representation of groups in terms of their network structure.
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3.2 � Effects of the spatial constraints for different weights

As mentioned in Sect. 2.6, plotting the connectedness index � ↦ Conn(P(�)) for dif-
ferent values of the hyper-parameter � can help identifying the values � for which 
the resulting partitions are (almost) spatially contiguous. Indeed, when � increases 
the geographic proximity strongly influences the associated clustering based on 
Eq. (13), thus producing clusters that are well-identified as geographic regions. The 
connectedness index for � ∈ {0, 0.02, 0.04,… , 1} is reported in Fig.  2. The plot 
shows that the connected index stabilizes around 1 for � above a certain value, that 
is, all the clusters in the partition P(�) represent a connected component formed of 
spatially adjacent units. Note that two partitions obtained for two different values 
of � having connected index equal to 1 may differ in the cluster composition, even 
though the spatial contiguity is preserved.
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Fig. 1   Representation of clusters in the pure temporal case with minimax linkage ( K = 5 ) along with 
cluster prototypes marked on the map (upper left), single linkage with K = 13 (upper right), average link-
age with K = 5 (lower left), and complete linkage K = 10 (lower right)
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To account for both the spatial and temporal component, the optimal � 
can be selected by choosing the value immediately before a sharp decrease in 
� ↦ Conn(P(�)) , that is, the last value for which temporal dependence has a non-
negligible impact on the final clustering. Hence, from Fig. 2 we select � = 0.32 
and display the resulting partition into k = 6 clusters in Fig. 3 (for completeness, 
the clustering obtained for � = 0.34 is also reported).
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Fig. 2   Connectedness index for � ∈ {0, 0.02, 0.04,… , 1} . The number of clusters of each partition P(�) is 
reported on the graph
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Fig. 3   Representation of clusters for � = 0.32 (left plot), � = 0.34 (right plot). The marked points are the 
prototypes of each group
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The results obtained by choosing the value � = 0.32 based on the connectedness 
index suggest dividing the Italian territory into six areas that appear spatially consist-
ent and take into account the temporal extreme dependence, although the spatial cohe-
sion is only partially attained in the final clustering. A major advantage of our proposal 
is that it allows us to improve the configuration based on pure temporal clustering, by 
including relevant information on the spatial dependence among the time series. In 
addition, by looking at the cluster composition when � varies from 0 to 1, one can dis-
cover atypical data points within a dataset, i.e. time series that belong to a cluster that 
is different than that of the neighbors, regardless of any spatial constraint.

4 � Conclusions

This paper proposes a new dissimilarity measure to cluster time series observed at 
different spatial locations. Our focus is on the extreme joint behavior that character-
izes a set of climate time series and, specifically, on the identification of clusters of 
time series of precipitation maxima through extreme-value copulas, used to charac-
terize the (extremal) dependence structure in the data.

Being based on copulas, our approach is not affected by the choice of the mar-
ginal models for the univariate time series and, hence, it allows us to disentangle the 
dependence from the marginal effects. Both the spatial and the temporal dependence 
are taken into account to build a spatio-temporal copula and estimate the coefficients 
of (upper) tail dependence. In particular, we introduce a tail-dependence dissimilar-
ity measure that combines the information on both the cross-sectional dependence 
and the spatial proximity, according to a hyper-parameter � ∈ [0, 1] . This aspect is 
relevant when the interest is in finding clusters that may reflect a reasonable compro-
mise between spatial contiguity and the cross-sectional temporal dependence among 
the time series that ignores the geographic information on the observed phenomena.

Concerning the value � yielding a final clustering, it should be mentioned that 
there exist a few approaches suggested in the literature to set such a parameter, 
which poses a trade-off between the spatial and temporal contribution to the overall 
dissimilarity. On the one hand, the value of � may be arbitrarily set by the user to 
assign a larger weight to the spatial (or temporal) aspect; on the other hand, one can 
be interested in finding groups that are only partially driven by geographic proxim-
ity. Following the latter approach, we provide some heuristics for the selection of � 
that rely on the notion of connected components from graph theory.

The real data example, concerning precipitation maxima observed throughout the 
Italian territory, illustrates the usefulness and effectiveness of the suggested dissimi-
larity measure, which is embedded into a classical hierarchical framework. Among 
the available linkages, we suggest the adoption of the minimax linkage, whose 
main advantage is to naturally provide prototypical units for each cluster in the final 
partition.

The main contribution of the proposed approach is twofold: on the one hand, the 
final cluster can be used to develop more effective risk-mitigation strategies, aris-
ing from a combined spatio-temporal dependence modeling; on the other hand, 
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the procedure can be used as a tool for detecting anomalies in spatially consistent 
regions. The latter issue represents a relevant research direction to be explored.
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