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Abstract. Hybrid engines are becoming more and more widespread. Electric energy instead is a 

valid help to reduce the environmental impact. In hybrid engines, the number of components is 

higher and this results in a decrease in reliability. With Engine Health Monitoring (EHM) we 

mean the set of techniques used to monitor the health status of a system based on the values 

assumed by some related parameters. Artificial Intelligence (AI) methods are widely used 

nowadays in this discipline. In this paper, an EHM approach was developed to monitor the health 

status of some components constituting an hybrid turboshaft. The dynamic model of the hybrid 

electric power system is described in an accompanying paper. Feed-Forward Neural Network 

(FFNN) is used as AI tool to built the just cited system. The engine modelled with Simulink, was 

used to perform a series of steady-state simulations implementing a degradation condition in 

some selected components. The degradation condition was simulated by changing the value of 

the Performance Parameters (PPs) related to each of the selected components. The results of the 

simulation were used to obtain a dataset useful to train the FFNN to predict the values of the 

same PPs in a degraded case.  

1.  Introduction 

Environmental pollution is one of the most relevant problems of our times. Part of the research efforts 

today is focused on the use of greener substitutes to the fuels widespread [1] [2] [3]. Also the aeronautical 

industry is subject to the implications of the problem. Indeed, typical conventional thermal engines 

exploit the combustion process to obtain the chemical energy possessed by the fuels and this inevitably 

leads to emissions, contributing to global pollution [4] [5]. Nowadays technology points to the 

development of hybrid engines, which are constituted by both thermal and electric motors, to use both 

chemical and electric energy respectively as a source to produce thrust. The main concept is to exploit 

electric energy to produce a part of the thrust required during a flight mission, which leads to a lower 

level of pollutants compared with the classical chemical one. At the actual technology level, the 

power/weight and power/volume ratios of batteries is still not high enough to autonomously power an 

aircraft for medium/long distances. A hybrid engine is made of components typical of both thermal 
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engines and electric motors, such as a compressor, turbine, or burner (typical components of a thermal 

engine) and battery or dynamo (typical components of an electric motor). This increase in components 

number, however, leads to a decrease in the global hybrid engine reliability. Due to the key role assumed 

by reliability in the aeronautical sector, some interventions are necessary to face this problem. 

Nowadays, Engine Health Monitoring (EHM) discipline is very widespread as an approach to 

continuously monitoring the health status of an engine, developing a condition-based maintenance plan, 

which permits to avoid some inefficient situations, such as premature overhaul or in-flight engine failure, 

and intervention only when the engine is in a condition of advanced degradation [6] [7]. Degradation 

instead is a stochastic event that depends on many factors and which can affect engines in different ways 

and severities. Degradation can affect many engine components, such as compressor, turbines, burner, 

mechanical transmissions and also batteries, in the case of a hybrid engine. The most relevant 

degradation phenomena are compressor fouling and turbine erosion. Compressor fouling, which is the 

most relevant degradation phenomenon [8], is given by the accumulation of air contaminants, such as 

dust, dirt, sand on blades and walls. This results in a change of the air passage area, blade roughness and 

blade aerodynamic shape, which a decrease in efficiency and flow parameter [9]. Fouling can affect 

other engine components, however, being the compressor the first component in the gas-path (or fan, in 

turbofan engines), it is the most affected component by this phenomenon. Fouling is relevant in the first 

stages of compressors and some of the performance loss due to it can be recovered by washing. Turbine 

erosion instead, refers to a gradually loss of material from blades and walls due to impact with bigger 

air and combustion gases contaminants. This leads again to a change in the aerodynamic shape, 

roughness, and air passage area with a consequent decrease of turbine performance as the efficiency and 

an increase in flow parameter [10]. Degradation can also manifest itself in the electric portion of an 

hybrid engine in the battery. The battery a very important component for the electric section of an hybrid 

engine, being the one that stores electric engine. An older and degraded battery can deliver a lower 

power compared with a healthy one. Otherwise, also its autonomy decrease. Battery degradation is 

related to working temperature, discharging current rate, charging rate, depth of discharge, and time 

intervals between full charge cycles [11] [12]. The effects of sand and dust are investigated in [13]. In 

[13] two experiments are illustrated, characterized by two different sand ingestion rates. Results of both 

experiments show a decrease in thrust and an increase in specific fuel consumption. The effect of another 

air contaminant, i.e. volcanic ash, is investigated in [14]. The study focuses on the erosive effects of 

volcanic ash on fan blades, highlighting a higher erosion rate at the tips. In [15] there is a description of 

typical problems which can affect a battery located in a hybrid engine. Artificial Intelligence (AI) 

algorithms are widely used for EHM purposes. In [16] Artificial Neural Networks (ANNs) have been 

trained for performance prediction purposes, to predict Exhaust Gas Temperature (EGT) and fuel flow 

rate (wf), and for engine fault prediction, considering three degradation cases, i.e. compressor fouling 

and turbine erosion considered individually and simultaneously. ANNs have been also used in [17] for 

performance prediction and fault classification, considering the same degradation cases mentioned in 

the previously cited paper. Results are compared with the one obtained from the application of Support 

Vector Machine (SVM). Better results have been obtained in performance prediction by ANNs, vice-

versa SVMs show better behavior in fault classification. In [18] a two-steps tool has been developed, 

based on ANNs. The system predicts some measurable parameters based on flight data and in case of a 

high difference between measured and predicted values the second part of the tool is activated to detect 

which component is degraded. In [19] Levenberg-Marquardt Feed-Forward Neural Network (FFNN) 

and Radial Basis Function Network are exploited for EGT prediction, with better performance obtained 

by the first cited technique. In this paper, a FFNN is the AI tool used to develop the goal system. A 

virtual model of a turboshaft engine, develop with Simulink, has been used to perform a series of steady-

state simulation in degraded condition. The results so obtained were used to train a FFNN to predict 

some Performance Parameters (PPs) used as health index of some engine components. The degradation 

condition considered is a scenario in which compressor, burner, shaft mechanical transmissions, electric 

motor and battery are all in a degraded state of different and casual level. For each steady-state 
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simulation the level of degradation of each component is different and randomly obtained. Degradation 

state was implemented in the engine model by changing the value of the PPs respect to the healthy case. 

The variables chosen as PPs are isentropic efficiency and flow parameter for compressor, pneumatic 

and combustion efficiency for burner, high and low-pressure shaft mechanical efficiencies for spools, 

efficiency for electric motor and internal resistance for battery.  

2.  The hybrid electric power system  

The propulsion system considered in this investigation is designed for an application of Urban Air 

Mobility and consists of a coaxial rotor and a parallel Hybrid Electric Power System (HEPS). The rotor 

is connected to the turboshaft engine and a couple of identical electric motors which are fed by a Li-ion 

battery. 

The HEPS is modeled with the flowchart of Figure 1 implemented in the Matlab/Simulink simulation 

environment. A Pilot Interpreter block translates the PLA command and the flight conditions (altitude 

and Mach) into a power request using a predefined map, obtained through comparison with an analogous 

engine available in GSP, which has been used as reference for the development of the present model. 

The power request is split between the engine and the motors by a predefined energy management 

strategy, that takes into account not only the power request but also the battery state of charge and state 

of health. This strategy, implemented by a supervisory controller, is based on fuzzy logic rules 

established in [20]: at any time-instant, the controller takes in input total power request, battery State of 

Health (SoH) and the deviation of the actual State of Charge (SoC) from a reference value which 

represents the optimal battery discharge curve along a given mission [21]. The output of such fuzzy 

logic determines the split of electric to total torque (henceforth named electric contribution k) and thus 

the torque set points for the thermal and electric machines.  However, this step will be skipped in the 

present investigation since it deals with steady state operating points characterized by a user-defined 

power split, so a deeper analysis of the supervisory controller working principle is beyond the scope of 

this work. For major details, refer to [20], [21]. 

 

 

Figure 1. Flowchart of the Simulink model. 

From the engine torque setpoint, the turboshaft model calculates the fuel flow rate and the other engine 

outputs by means of an in-house model implemented in Simulink and incorporating steady-state and 

dynamic parameters obtained from the GSP libraries [22].  



ATI Annual Congress (ATI 2022)
Journal of Physics: Conference Series 2385 (2022) 012084

IOP Publishing
doi:10.1088/1742-6596/2385/1/012084

4

 

 

 

 

 

 

The steady-state parameters include the maps of each turbomachinery (pressure ratio and isentropic 

efficiency vs corrected flow rate), the mechanical efficiency of the two shafts, the combustion and 

pneumatic efficiency of the burner. The dynamic parameters include the values of the inter-component 

volumes at the exit of the burner and of the High Pressure Turbine (HPT) that account for accumulation 

effects during transient phases. The pressure variations in these volumes are obtained by solving the 

following equation (1):  

           
dp

dt
 = 

RT

V

dm

dt
 = 

RT

V
(ṁin-ṁout) (1) 

where p and T are pressure and temperature inside the volume, V is the volume of the plenum, R the 

specific gas constant and the parenthesis represents the accumulation inside the volume.  

In the proposed two-spool engine the compressor and the High-Pressure Turbine are connected through 

the High-Pressure spool and the Low-Pressure Turbine delivers its power output to the rotor shaft. The 

Low-Pressure shaft is assumed to rotate at a constant speed (6000 rpm) because the rotor dynamic is not 

considered at this stage of the investigation.  

A power balance is applied to the HP spool accordingly to equation (2): 

        Ṅgg= (
30

π
)

2 1

I∙ Ngg

(PHPT - PC ) 
(2) 

where the shaft acceleration Ṅgg is expressed as a function of power mismatch between HPT power 

output and compressor power request, shaft inertia I and current rotational speed Ngg. After model 

initialization, the engine attains a steady-state condition with the HPT power output balancing the 

compressor power request.  

The fuel flow rate is determined by a PID controller (whose parameters have been adjusted with an 

automated tuning procedure) which acts on the LPT power output error, so that the delivered fuel allows 

the engine to match its power demand.  

The scheme of the turboshaft is reported in Figure 2. 

 

Figure 2. Scheme of the turboshaft engine. 

The electric motors are modeled through Simulink Mapped Motor block, which maps torque-speed 

envelope and motor efficiencies over the operating range. It also includes a time constant for motor and 

drive response (Mapped Motor [23]). 
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The battery consists of 73 cells in series with a nominal voltage of 270V and a nominal capacity C. The 

battery is modeled with an equivalent circuit [24] with actual voltage V(t) given by: 

                                                                V(t) = OCV - Ri·I(t) (3) 

where OCV is the open circuit voltage, which depends on battery SoC and Ri is its internal resistance. 

Peukert effect is accounted for by assigning a Peukert coefficient n to calculate battery effective current 

given battery nominal current Inom (equation (4)); moreover, the effect of battery operating temperature 

is taken into account when evaluating battery actual capacity, as suggested in [25]. Consequently, the 

actual battery SoC is calculated as : 

                              Ieff(t) = I(t)∙ [
I(t)

Inom

]
n-1

 (4) 

                                  SoC(t)=SoC(t0) -100∙ ∫
Ieff(t)

C
(
Tref

T
)

β

dt

t

t0

 (5) 

In equation (5), Tref is the reference operating temperature (namely 300 K) and β is the temperature 

coefficient obtained from [25]. Both Ri and n are battery performance parameters, whose degradation 

will be analyzed in this investigation together with the effect of battery working temperature.  

The electric path is depicted in Figure 3. 

 

 

Figure 3. Battery and electric motors. 

The whole model of the HEPS is explained in details in the accompanying paper “A dynamic model of 

a Hybrid Electric Propulsive System for degradation assessment”. 

 

3.  Simulated degradation condition 

The tool aims to predict the value of some non-measurable parameters (the PPs) based on the value of 

some measurable ones. The measurable parameters can be flight data and state variables, obtainable 
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using adequate sensors. To do this, the FFNN must be trained on the correlation existing between the 

measurable variables (which are input variables for the neural network) and the PPs to be predicted 

(which are output variables for the neural network). Simulation results are very useful for this purpose. 

In this section, the details of the performed simulations are reported, in terms of degraded components, 

chosen PPs (i.e. output variables for the neural network), and variables selected as input one for the 

neural network. 

In Table 1 the components chosen to be degraded are reported, together with the related PPs, their values 

in healthy conditions and the range of variation with respect to a healthy condition. The term “CF” 

stands for “corrective factor” and indicates that PP that accompanies it has been changed by applying a 

corrective factor and not by changing the parameter itself, therefore the relative data refer to the 

corrective factor and not to the PP. 

 

Table 1. Degraded components, PPs (or their CFs), their value in healthy conditions and range of 

degradation level. 

Component 
Degraded performance 

parameters 

Healthy 

condition 

Range of percentage 

variation 

Compressor 
Isentropic efficiency (ηc) (CF) 1 0 ÷ -20% 

Corrected mass flow rate (fc) (CF) 1 0 ÷ -20% 

Burner 
Pneumatic efficiency (ηb,p) 0.96 0 ÷ -20% 

Combustion efficiency (ηb,c) 0.985 0 ÷ -20% 

Shaft transmissions 

High-pressure shaft mechanical 

efficiency (ηHPS) 
0.99 0 ÷ -20% 

Low-pressure shaft mechanical 

efficiency (ηLPS) 
0.99 0 ÷ -20% 

Electric motor Efficiency (ηe,m) (CF) 1 0 ÷ -20% 

Battery Internal resistance (Ri) (CF) 1 0 ÷ +20% 

As already mentioned, a series of steady-state simulations have been performed which correspond to 

some degradation conditions in each of the components reported in Table 1. In each simulation, the 

degradation level of each component was randomly obtained. Four different working conditions have 

been considered (taken from real missions, in turn, taken from [26]), which differ in flight speed (vf), 

altitude (h), required power, Power Lever Angle (PLA), battery state of charge and electric contribution 

(Ec) to the total required power. Table 2 reports the just cited working points.  

 

Table 2. Simulated working points. 

Working point 

name 

Speed 

(m/s) 

Altitude 

(m) 

Required 

power (KW) 

PLA 

(%) 

Battery state 

of charge (%) 

Electric 

contribution (%) 

MAXPOW-A 30.6 0 289 65.3 97 40 

MAXPOW-B 4 1154 267 68 99 47 

MAXDUR-A 30.6 492 167 50.3 85 70 

MAXDUR-B 0 2550 171 61.5 78 60 

A total of 773 steady-state simulations have been performed, using the four working points reported in 

Table 2. The obtained results have been divided to build a training dataset (used to train the neural 

network to learn the input and the output variables) and a test dataset (used to test the performance of 

the previously trained network). The train dataset is constituted by 526 observations of a total 773. The 

test dataset is constituted by the remaining 247 observations. Table 3 describes the observations 

contained in train and test datasets. 
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Table 3. Train and test datasets observations. 

 Training Testing 

MAXDUR-A 170 steady-state observations 80 steady-state observations 

MAXDUR-B 167 steady-state observations 79 steady-state observations 

MAXPOW-A 102 steady-state observations 48 steady-state observations 

MAXPOW-B 87 steady-state observations 40 steady-state observations 

As mentioned before, each simulation is characterized by a different degradation level for each 

component. The degraded values of the PPs used to implement the degradation were randomly obtained 

considering the degradation range reported in Table 1. The following equation was used to calculate the 

degraded values of the PPs: 

 

 
𝑝𝑝𝑑 =  [1 − (1 −  

𝑀𝐼𝑁

𝑀𝐴𝑋
) 𝑅𝐴𝑁3] 𝑀𝐴𝑋 (6) 

 

where 𝑝𝑝𝑑 is the degraded value of the PP, 𝑀𝐼𝑁 and MAX are respectively the lower and the upper 

limits considered for the PP for which the equation is being used and 𝑅𝐴𝑁 is a randomly generated 

number in the interval 0 ÷ 1. To permit the FFNN to predict the goal variables (i.e. the PPs) it must be 

trained with some other variables physically correlated with them. This information can come from a 

series of sensors installed through the powertrain. The variable to be predicted are related to the 

performance of the degraded components, which in turn depend on the value of some other parameters 

related to the working condition at which the component work, such as inlet and outlet temperatures and 

pressures for thermal section, or current and voltage for an electric one. In neural network logic, the 

variable used to inform it are called input variables, while the variables to be predicted are called output 

variables. Table 4 and Table 5 show the input and the output variables respectively chosen in this work. 

 

Table 4. Input variables for FFNN. 

Input 
Power Lever Angle (PLA) Total press. at burner outlet (TP4) 

Altitude (h) Total temp. at HPT outlet (TT5) 

Flight speed (vf) Total press. at HPT outlet (TP5) 

Electric contribution (Ec) Total temp. at LPT outlet (TT6) 

Battery delta temp. respect to clean status (∆T) Total press. at LPT outlet (TP6) 

Total temp. at compressor inlet (TT2) Compressor shaft speed (ωHPS) 

Total press. at compressor inlet (TP2) Fuel mass flow rate (wf) 

Total temp. at compressor outlet (TT3) Overall pressure ratio (OPR) 

Total press. at compressor outlet (TP3) Battery current (I) 

Total temp. at burner outlet (TT4) Battery voltage (V) 

 

Table 5. Output variables for FFNN. 

Output 

ηc (CF) 

fc (CF) 

ηb,p 

ηb,c 

ηHPS 

ηLPS 

ηe,m (CF) 

Ri (CF) 
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4.  Developed system: FFNN for performance prediction 

In this section, a brief explanation of what an ANN is reported. Subsequently, there is a description of 

the system developed by using the FFNN type. 

An ANN is an algorithm having the ability to emulate the behaviour of the human nervous system to 

learn from experience. The basic elements of an ANN are neurons. The neurons are organized in layers. 

The neurons of a layer are connected by a weighted connection to the neurons of the previous or next 

layer. A series of layers, constitute the ANN. ANN is constituted by an input layer (constituted by the 

so-called input neurons and in which information is entered in the ANN), an output layer (constituted 

by the so-called output neurons and from which the ANN prediction comes), and one or more hidden 

layers (constituted by the so-called hidden neurons), which are located between the input and the output 

layer. The prediction performance of the ANN depends on the number of hidden layers and hidden 

neurons. The information enters the ANN from the input layer and propagates through the hidden layers 

until it reaches the output layer. The neurons located in hidden and output layers combine the 

information deriving from the neurons located in the previous layers as described by equation (7): 

 

 
𝑧 = ∑ 𝑊𝑖𝐼𝑖

𝑛

𝑖=1

+ 𝑏 (7) 

 

where 𝑧 represents the neuron output, 𝑊𝑖 is the weight of the link between the neuron in question and 

the i-th neuron that sends it information, 𝐼𝑖 is the information sent by the i-th neuron, 𝑛 is the number of 

neurons that send information to the neuron in question and 𝑏 is an added bias. Subsequently, an 

activation function is applied to normalize the result obtained from equation (7). In the training phase, 

the neural network is informed both with input variables and the related output variables and the 

algorithm calculates the value of the connection weights and biases to minimize the error between the 

prediction and the output variables. Figure 4, shows a typical structure of the FFNN used in this paper. 

As mentioned above, the network performance depends on the number of hidden neurons and layers. 

The optimal number can be obtained through a sensitivity analysis, to understand how performances 

vary as the above parameters vary. The FFNN used in the developed EHM system has only 1 hidden 

layer which activation function is the symmetric sigmoid transfer function, formed by 20 hidden 

neurons. The early stopping method has been used to improve generalization. Hence the available data 

is divided into three subsets. The first subset is the training set, which is used for computing the gradient 

and updating the network weights and biases. The second subset is the validation set. The error on the 

validation set is supervised during the training process. The validation error generally decreases during 

the initial phase of training. But, when the network begins to overfit the data, the error on the validation 

set typically starts to increase. If the validation error rises for a specified number of iterations, the 

training is stopped, and the weights and biases at the minimum of the validation error are returned. 

Some error metrics have been used to have feedback about the prediction performance. The used metrics 

are: 

 

• Mean Squared Error (MSE) 

• Normalized Mean Squared Error (NMSE) 

• Root Mean Squared Error (RMSE) 

• Normalized Root Mean Squared Error (NRMSE) 

• Mean Absolute Error (MAE) 

• Mean Absolute Relative Error (MARE) 

• Coefficient of Correlation (CoC) 

• Coefficient of Determination (CoD) 

• Coefficient of Efficiency (CoE) 

• Maximum Absolute Error (MaxAE) 
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• Maximum Absolute Relative Error (MaxARE) 

 

 

Figure 4. A typical FFNN structure. 

The MSE is calculated with the following equation: 

 

 
𝑀𝑆𝐸 =  

∑ (𝑝𝑖 − 𝑡𝑖)2𝑠
𝑖=1

𝑠
 (8) 

 

where in our work 𝑝 is the prediction, 𝑡 is the target value and 𝑠 is the number of observations. Since in 

a dataset the variables can have a different scale, a normalization process help to improve the comparison 

between them. NMSE and the other used metrics are defined by the following equations [27] [28]: 

 

 
𝑁𝑀𝑆𝐸 =  

∑ (𝐸𝑖)2𝑠
𝑖=1

𝑠
 (9) 

 

 
𝑅𝑀𝑆𝐸 =  (

∑ (𝑝𝑖 − 𝑡𝑖)2𝑠
𝑖=1

𝑠
)

1
2

 (10) 

 

 
𝑁𝑅𝑀𝑆𝐸 =  (

∑ (𝐸𝑖)2𝑠
𝑖=1

𝑠
)

1
2

 (11) 

 

 
𝑀𝐴𝐸 =  

∑ |𝑝𝑖 − 𝑡𝑖|𝑠
𝑖=1

𝑠
 (12) 

 

 

𝑀𝐴𝑅𝐸 =  

∑
|𝑝𝑖 − 𝑡𝑖|

|𝑡𝑖|
𝑠
𝑖=1

𝑠
 

(13) 
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𝐶𝑜𝐶 =  

𝑠(∑ 𝑡𝑖𝑝𝑖
𝑠
𝑖=1 ) − (∑ 𝑡𝑖

𝑠
𝑖=1 )(∑ 𝑝𝑖

𝑠
𝑖=1 )

√[𝑠(∑ 𝑝𝑖
2𝑠

𝑖=1 ) − (∑ 𝑝𝑖
𝑠
𝑖=1 )

2
] [𝑠(∑ 𝑡𝑖

2𝑠
𝑖=1 ) − (∑ 𝑡𝑖

𝑠
𝑖=1 )

2
]

 
(14) 

 

 
𝐶𝑜𝐷 =  𝐶𝑜𝐶2 ≅  1 −  

∑ (𝑡𝑖 − 𝑝𝑖)2𝑠
𝑖=1

∑ (𝑡𝑖 − �̃�)2𝑠
𝑖=1

 (15) 

 

 
𝐶𝑜𝐸 =  

∑ (𝑡𝑖 − �̃�)2𝑠
𝑖=1 − ∑ (𝑝𝑖 − 𝑡𝑖)2𝑠

𝑖=1

∑ (𝑡𝑖 − �̃�)2𝑠
𝑖=1

 (16) 

 

 𝑀𝑎𝑥𝐴𝐸 =  𝑀𝐴𝑋𝑖=1
𝑠 (|𝑝𝑖 − 𝑡𝑖|) (17) 

 

 
𝑀𝑎𝑥𝐴𝑅𝐸 =  𝑀𝐴𝑋𝑖=1

𝑠 (
|𝑝𝑖 − 𝑡𝑖|

|𝑡𝑖|
) (18) 

 
where �̃� is the mean of the target values and: 

 𝐸𝑖 =  
𝑝𝑖 − 𝑡𝑖

𝑠𝑡𝑑(𝑡)
 (19) 

 
where 𝑠𝑡𝑑(𝑡) is the standard deviation of the target values.  

 

5.  Results and discussions 

In this section, the main significant results are reported. In Figure 5 are reported the metrics values 

obtained, used to evaluate the fitness of the predicted PPs. In each bar graph (one for each adopted 

metric), is compared the related metric obtained for each PP. Prediction performances are very excellent 

for each of the eight predicted PPs. This is confirmed by the CoC, CoD, and CoE values which all 

approach 1. More in detail, the lower values are the CoD and CoE of fc (CF), which are equal to 0.9975. 

All the other used metrics underline as fc (CF) is the worst predicted variable. Metrics values for this 

PP prediction are otherwise acceptable, considering for example the MARE which is equal to 0.0019, 

with a MaxARE of 0.0171. The second worse predicted PP is the ηc (CF), which shows a MARE of 

0.016 and a MaxARE of 0.0168. This confirms that the compressor health status prediction leads to 

lower performance. Also, note the marked difference between the value of the PPs related to the 

compressor and all the others. The better prediction performance instead is shown by the prediction of 

ηb,p. This parameter, related to the burner, shows a MARE of 0.00036, accompanied by a MaxARE of 

0.003. CoC, CoD, and CoE metrics for ηb,p are all equal to 1. Figures 6-9 show the comparison between 

the predicted and the target values, and the percentage error of each observation, of the PPs related to 

the compressor, burner, spools, and electric motor and battery respectively. The percentage error 

reported in the just cited figures has been computed with the following equation: 

 

 
𝐸%,𝑖 =  

𝑝𝑖 − 𝑡𝑖

𝑡𝑖
100 (20) 
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Figure 5. Metrics related to the prediction of the eight selected PPs. 
 

 

Figure 6. Comparison between prediction and target of the PPs related to the compressor. 
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Figure 7. Comparison between prediction and target of the PPs related to the burner. 

 

 

Figure 8. Comparison between prediction and target of the PPs related to the spools. 
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Figure 9. Comparison between prediction and target of the PPs related to the electric motor (ηe,m (CF)) 

and battery (Ri (CF)). 

Figure 6 confirms the slightly worse results obtained in the prediction of the PPs related to the 

compressor. Percentage errors instead are the highest, compared with the percentage errors of the other 

PPs. For ηc (CF) and fc (CF) prediction instead, almost all the observations have a percentage error 

below 1%, in absolute value. Figure 7 reports the same information for the prediction of the PPs related 

to the burner. In this case, the results are better, instead, almost all of the observations have a percentage 

error below 0.2%, in absolute value. The same result is true for the prediction of the PPs related to the 

spools and to the electric machine and the battery, as visible in Figures 8 and 9 respectively. Finally, the 

good performance obtained is further confirmed by the good correlation between target and predictions. 

6.  Conclusions 

The present paper aimed to develop an efficient EHM system for PPs prediction in a hybrid turboshaft 

engine. The engine analyzed in this work was modeled using Simulink software. Subsequently, the 

Simulink model was exploited to perform a series of steady-state simulations in each of the four working 

points. In each simulation, a simultaneous degraded state of some selected components was 

implemented. The chosen components are the compressor, the burner, and the mechanical transmission 

of the spools for the thermal portion of the engine and the electric motor and the battery for the electric 

portion of the engine. The degraded state was implemented by applying a percentage variation with 

respect to the healthy condition to some PPs associated to the health status of the components. In 

particular, the selected PPs are the isentropic efficiency and flow parameter for compressor, pneumatic 

and combustion efficiencies for the burner, mechanical efficiency for spools, efficiency for the electric 

motor, and internal resistance for the battery. The value of the percentage variation of the PPs is different 

at each simulation and was randomly obtained. The results obtained from the simulations were used to 

obtain a dataset useful for the training and the resting processes of a FFNN, which was used in this paper 

as a tool for the prediction of the PPs. The results obtained from the application of the developed system 

for the prediction of the eight PPs were evaluated with the use of several error metrics, defined in section 

4. The metrics obtained, shown in section 5, underline the very high performance of the developed 

system. Results are presented also with correlation and percentage error graphs. It is evident that all the 
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predictions have a relevant accuracy, with a slight worst performance in the prediction of the PPs related 

to the compressor. In particular, fc prediction shows the lower values of CoD and CoE, both equal to 

0.9975, and the highest percentage errors, almost all below 1%, in absolute value. An efficient EHM 

tool is a very useful help to increase flight safety and decrease maintenance costs. A similar approach 

for a hybrid engine is still little researched in literature today. This paper aims to contribute to the 

enrichment of the information available. 
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