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ABSTRACT This paper tackles the eigenvalue allocation problem through an appropriate choice of the
edge weights for the class of combinatorially-symmetric Laplacian matrices of acyclic graphs, namely
Laplacian matrices showing symmetric zero/nonzero values in its entries according to a tree graph pattern.
The mathematical setting of the problem is remarkably suited for several current multi-agent systems
engineering applications, when the communication graph is bidirectional but each agent can set the weight
of each incoming neighbor value. The resulting algorithm is inherently iterative and it requires a finite time
execution, so that it is well fit for real-world applications as a preliminary routine. For this reason, a special
focus is devoted to a distributed implementation of the main algorithm. As a final theoretical result, it is
proved that, under the strict interlacing property, the solution is positive, and the algorithm can be iterated.
An illustrative example closes the paper, showing how the algorithm works in practice.

INDEX TERMS Laplacian eigenvalue allocation, consensus networks, tree graphs, spectral graph theory.

I. INTRODUCTION
Over the last decades, ever-increasing research activity has
been focused on the analysis and design of complex systems
made of several interconnected devices, trying to explain the
role and effects of local interactions on global features of the
system [1].

One major challenge in such a framework is the design
of iterative algorithms based on local data that allow to
reach a common decision, and the concept of consensus is
used as a primary tool from various scientific communities
[2]. This topic has been investigated with a large effort
from researchers of several diverse fields for its impact on
several technological areas, ranging from the electric grid
and microgrids control [3], [4] distributed signal processing
[5], formation control of vehicles and devices [6], robotic
networks [7], and several applications of distributed Artificial
Intelligence [1], [8].

The associate editor coordinating the review of this manuscript and

approving it for publication was Qiang Li .

The dynamical properties of such evolving networks are
closely connected and intertwinedwith the spectral properties
of the interconnection graph and in particular with its
Laplacian matrix [9], and a renewed thrust of research was
devoted to spectral graph theory and the properties of the
Laplacian matrix [10].

Graph Laplacians are graph-theoretic matrices whose
spectral properties are strictly related to several modern
research fields such as graph clustering [11], sparse coding
and classification problems [12], consensus, synchronization,
and other multi-agent self-organized activities on graphs [13],
clustering, and other key tasks in unsupervised learning [14]
among others. In recent years, spectral graph theory has been
explored also to model and understand signal propagation in
the human brain [15], [16].

The spectrum of the Laplacian is strongly related to
the fundamental features and limitations of any network
dynamics [12], [17], [18]. For example, the smallest positive
eigenvalue of a Laplacian is a common measure of how well
connected the network is and how fast the system converges,
while the largest eigenvalue is fundamental for the stability
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of discrete-time consensus and several continuous-time
formation control algorithms [19]. Grounded Laplacians,
namely Laplacian principal submatrices, have been also
widely investigated [20]. The properties of a grounded
Laplacian play also a key role in leader-follower networks and
opinion dynamics in the presence of stubborn agents [21].

However, real-world applications can be affected by
several unavoidable inaccuracies and errors, and some draw-
backs may arise. For example, poorly connected networks
with a large number of participants may suffer from slow
convergence rates. In the presence of slow converge rates
together with small disturbances or communication errors,
the network evolution often deviates from the nominal
evolution toward another fault-driven unpredicted evolution,
it may not converge to consensus, and even become unstable
[22], [23].

Another real-world urgent issue is the possible presence
of a misbehaving agent that behaves to disrupt the network
evolution and to ruin the network mission goal [17]. It is often
a consequence of the architecture of such networks, which
is usually spatially distributed in a large area where other
non-interacting agents may be present.

In such applications, the knowledge of the nominal
behavior is of great importance to have predictive ability
on the network evolution [17], and more specifically the
knowledge of the Laplacian eigenvalues is often required
for the design of network monitoring filters for detecting
topology variations [24], [25]. In this framework, it is worth
remarking that pole placement is a well-assessed technique
for the design of fault detection filters [26], [27].

The goal of this paper is to thoroughly study the Laplacian
eigenvalue allocation problem for a tree graph by an
appropriate assignment, possibly asymmetric, of the edge
weights.

From a mathematical standpoint, the problem afforded in
this paper can be cast into the so-called inverse eigenvalue
problems (IEPs) [28]. Indeed, from a mathematical stand-
point, the goal of this paper is to understand if it is possible to
set the spectrum of some matrices to some prescribed values
by the choice of some available parameters. This kind of
problem is known as the inverse eigenvalue problem [28], and
a different yet close problem that falls into this same research
area is the pole allocation of a dynamical system by means
of state or output feedback [28], which is a long-standing
fundamental problem in systems theory [29], [30]. For this
reason, we name the problem of this paper as the eigenvalue
allocation problem by edge weight assignment.

The idea of setting the Laplacian eigenvalues of a graph by
an appropriate choice of the edge weights is not new in the
control systems community.

Several authors studied the weight design for a graph to
impose a favorable spectral structure to the related Laplacian
matrix. When dealing with symmetric Laplacians, the exact
allocation problem is not solvable and it is usually cast into
optimization problems [31], [32]. However, in the last years,
there have been attempts to solve the eigenvalue allocation

problem bymeans of asymmetric edge values [19], [33], [34].
In [33], the authors study the problem of the edge weights
assignment for directed graphs to impose a prescribed
spectrum to their Laplacian matrix, and provide necessary
and sufficient conditions for their solvability, together with
an explicit solution, in the case of graphs with two and
three vertices. In [19], the authors seek conditions for weight
allocation in order to bind Laplacian eigenvalues within a
prescribed threshold. The mathematical setting adopted in
this paper is the same as [34], [35], and [36].

The results of this paper extend those for path graphs [37]
to the general class of acyclic graphs. The contribution of
this paper is twofold. On one hand, the results achieved in
this paper concur to have a thorough insight into the spectral
properties of the Laplacian matrix of acyclic graphs and,
moreover, they can be directly applied to several multi-agent
systems and robotic network applications, as those provided
for example in Section II. Though this paper is focused on the
real eigenvalue allocation problem, most of the results can
be adapted to the general complex case. However, in view
of the additional mathematical details and for the sake of
clarity, we devote a separate future investigation for the latter
framework.

A. PAPER ORGANIZATION AND NOTATION
This paper is organized as follows. In Section II, a
mathematical framework stemming from a number ofmodern
engineering applications is described, and the problem
formulation is stated. In Section III some preliminary results
on star and path graphs are reported. In Section IV the main
theoretical results are derived, which are the basis of the
algorithm proposed in this paper. Section VI is devoted to a
distributed implementation of the resulting Algorithm, and
finally Section VII describes how the algorithm works in
practice when it is applied to a 9-nodes tree network.

In the following, we adopt the standard notation of N, R,
R≥0, R+ for the natural, real, non-negative real numbers, and
positive real numbers. The symbol eji denotes the i-th element
of the canonical basis of Rj, e.g. e51 =

[
1 0 0 0 0

]⊤.
For a square matrix A ∈ Rn×n, [A]ij is the (i, j)-th entry and

(A)ij ∈ R(n−1)×(n−1) is the submatrix obtained by removing
the i-th row and j-th column of A. The Laplace expansion rule
for the determinant is:

detA =

n∑
j=1

(−1)i+j[A]ij det (A)ij .

A matrix A is non-negative (positive) if its entries satisfy
[A]ij ≥ 0 ([A]ij > 0). A matrix A ∈ Rn×n is combinatorially
symmetric [38] or structurally symmetric when [A]ij ̸= 0 if
and only if [A]ji ̸= 0.

A graph is a pair G = (V, E) with V = ({1, 2, . . . , n} and
E ⊂ V × V; whenever (i, j) ∈ E , then i and j are called
neighbors, and we denote it as i ∼ j. The set of neighbors
of a node i ∈ V is denoted as Ni = {j ∈ V|(i, j) ∈ E}.
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A graph G is undirected when (j, i) ∈ E if and only if
(i, j) ∈ E , otherwise it is called directed. A graph with no
cycles is called a tree if it is connected, otherwise it is called
forest. For a vertex w of a tree T , T (w) denotes the forest
obtained from T by deleting w, and it is made of |Nw| trees.
For any v neighbor of w, T (w)

v denotes the tree of T (w) having
v as a vertex. Finally, T̄ (w)

v denotes the subgraph of T (w)
v after

deleting vertex v and all edges incident to v. If node w is clear
from the context (e.g., when w is the leader node), we use the
simplified notation Tv and T̄v.
Let G = (V, E) be an undirected graph, with associated

binary adjacency matrix A ∈ Rn×n defined as [A]ij = 1 if
(i, j) ∈ E and [A]ij = 0 if (i, j) /∈ E . The weighted adjacency
matrix is defined as [Aw]ij = αij with αij > 0 if (i, j) ∈ E
and [Aw]ij = 0 if (i, j) /∈ E . The corresponding weighted
Laplacian matrix is defined as [Lw]ij = −[Aw]ij if i ̸= j
and [Lw]ii =

∑n
j=1,i ̸=j[Aw]ij. Finally, the R(n−1)×(n−1) matrix

obtained by deleting the ℓ-th row and ℓ-th column of Lw
is called the grounded Laplacian (or Dirichlet Laplacian
matrix) (see f.i. [39], [40]) and it is denoted in the following
by L̄(ℓ)w ; if node ℓ is clear from the context (e.g. if ℓ is the
leader node) we also use the simplified notation L̄w.

The dynamical behavior of a multi-agent networked
system is related to the spectral properties of the Laplacian
matrix of the communication graph of the network [10].
By construction, Lw1 = 0 for any Lw ∈ Lw and, by arguments
based on the Geršgorin Theorem, its eigenvalues are non-
negative, i.e. the Laplacian matrix is a combinatorially
symmetric positive semi-definite zero-row sum matrix.
In the following, we describe some eigenvalue-related

quantities of great importance in modern applications. The
spectrum of A ∈ Rn×n is the set of its eigenvalues and
the spectral radius of A, denoted by ρA, is the maximum
modulus of its eigenvalues. Organize the eigenvalues of Lw
as 0 = λ1 ≤ λ2 ≤ · · · ≤ λn; the eigenvalue λ2 is
known as the algebraic connectivity (also known as Fiedler
value or Fiedler eigenvalue) of Lw, it is nonzero if G is
connected and it dictates the convergence rate of consensus
processes [10]. Finally, two quantities of great importance for
the synchronization of multi-agent systems are the spectral
gap δ̄ = max{|1−λ2|, |1−λn|} [41] in case of discrete-time
systems, and the eigen-ratio r = λn/λ2 [13] for continuous
time dynamic networks [13].

Conversely, for a graph G, we use the symbol Lw(G) to
denote the set of all possible Laplacian matrices whose graph
is G.

II. PROBLEM SETTING
Before stating the problem properly, we briefly describe
the abstract mathematical framework of reference, which is
adopted in several modern engineering applications in the
area of distributed networked systems [10], [42], [43]. After,
we briefly provide some examples of fields of application.

In fact, in a few words, the goal of this paper is to derive
an algorithm to set the 2 · (n − 1) eigenvalues of some

matrices to some prescribed values by the choice of 2 · (n−1)
parameters. This kind of problem is known as the inverse
eigenvalue problem [28]. From a mathematical perspective,
it is necessary to preliminary inquire the feasibility of the
problem, namely the conditions on T , 3 and 3(1) that
ensure the existence of a solution. In this respect, it is
worth remarking that the general IEP problem regarding
the existence of the solution for a tree graph is a long-
standing, widely debated and, surprisingly, it is still an open
problem [44].

However, the engineering applications motivating this
research activity require a working assumption which in
turn ensures the existence of a solution for any choice of
the desired spectrum. We start by describing the reference
framework of this paper.

A. CONSENSUS-BASED NETWORKS
Consider a set of networked agents, i ∈ {1, . . . ,N } each
holding a variable xi(t) which is updated by each node
according to ẋi(t) = ui(t), where ui(t) is an input signal that
can be set by node i.

Each node i is assumed to be able to exchange its
own value with a subset of neighbor nodes according to
a communication graph G = {V ,E} which describes the
communication among nodes, so that each node i can set ui(t)
as

ui(t) =

∑
j∈Ni

kij(xj(t) − xi(t)) (1)

with gains kij set by node i.
Consider now that one node, say node 1, adds a driving

signal v1(t) to its own u1(t) as a control input for the team
[42]. In this framework, known as leader follower network
[8], [45], [46], [47], the system dynamics is:

G1(s) = eT1 (sI + Lκ )−1e1 =
det(sI + L̄(1)k )

det (sI + Lκ )
=
b(s)
a(s)

.

where e1 =
[
1 0 . . . 0

]⊤ and Lk ∈ Lκ .
It is now worth noting that the poles and zeros of

the networked system are, respectively, the eigenvalues of
Lκ and L̄(1)k , and hence their placement allows to fix the
fundamental input-output properties of the whole network
from the leader node such as the zero-pole distance, the
algebraic connectivity, the spectral gap or the eigen-ratio.

B. SOME FIELDS OF APPLICATION
The above abstract setting is applied to several modern
technological applications, for example:
Robotic networks [43], where the multi-agent setting

allows robots to coordinate and perform global actions
without relying on a central supervisory device. Common
global tasks are robot rendezvous (agents meeting at a
common location), deployment (agents spreading out in a
desired pattern), and formation control (agents maintaining
a specific formation). Artificial intelligence. Consensus is a
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long-debated topic in the field of computer networks [48].
In modern applications, it is one key tool of distributed
artificial intelligence, and it is applied in several modern
applications, such as blockchain [49]. Wireless Sensor
Networks. The multi-agent setting is employed to address
fundamental issues in wireless sensor networks, such as
synchronization [50], or averaging algorithms [51].Electrical
Power Systems. With the evolution of the electric grid toward
a smart grid, the multi-agent setting is widely adopted to
tackle new emerging challenges such as load balancing,
fault detection and isolation, demand response, and others
[52], [53].
Remark 1: The above examples deeply inspire the math-

ematical framework of this paper, which is formalized
below. However, the results achieved in this paper are
mainly mathematical, namely, how to fix the eigenvalues
of an asymmetric Laplacian matrix through the choice of
its nonzero entries. These results can be applied also to
completely different scenarios, when eigenvalue position is
necessary to satisfy some assumption or property required to
solve a different problem.

C. PROBLEM STATEMENT
We are now ready to state the problem tackled in this paper.

Problem Statement. Given a tree graph T = (V, E), and
two sets 3 = {λ2, ..,λn} and 3(1)

= {µ1, .., µn−1} where
λi, µi ∈ R such that

0 < µ1 < λ2 < · · · < µn−1 < λn (2)

find weights αij, such that αij = 0 if (j, i) /∈ E and αij > 0 if
(j, i) ∈ E so that det[sI − Lw] = s(s − λ2) . . . (s − λn) and
det[sI − L̄(1)w ] = (s− µ1) . . . (s− µn−1).
Remark 2: The problem statement is formulated under

the strictly interlacing property to avoid spectrum overlap
between 3 and 3(1) in order to ensure full controllability
and observability by the leader upon the follower team [54]
when using the edge weights resulting from the proposed
Algorithm. This condition, in turn, ensures the feasibility of
the problem for any 3 ⊂ R and 3(1)

⊂ R [28]. Most of
the results of this paper can be extended also to the complex
plane, however, in view of the additional mathematical details
for the sake of clarity, we keep our investigation limited to the
real axis.

III. PRELIMINARY RESULTS ON STAR
AND PATH GRAPHS
In this Section, we describe some preliminary results
regarding star and path graphs which are useful in the
following of the paper. Indeed the general solution turns out
to be iterative, and the final steps of the resulting iterative
algorithm require to deal with either path or star shaped
subgraphs, which are the outermost portions of any tree
graph.

FIGURE 1. Sketch of all possible graphs and weighted Laplacians studied
in this paper for 2, 3 and 4 nodes.

Consider case (c) of Fig.1 first. The related matrices are:

A =

0 1 1
1 0 0
1 0 0

 ,Aw =

 0 α12 α13
α21 0 0
α31 0 0

 , (3)

with associated Laplacian and grounded Laplacian

Lw =

α12 + α13 −α12 −α13
−α21 α21 0
−α31 0 α31

 , L̄(1)w =

[
α21 0
0 α31

]
. (4)

Simple computations show that:

pw(s) = det[sI − Lw] = s(s2 − a1s+ a2),

qw(s) = det[sI − L̄(1)w ] = (s− α21) (s− α31) (5)

with a1 = α21+α31+α12+α13 and a2 = α21α31+α12α31+

α13α21. By recurring to the polynomial identity principle, it is
possible to derive that, for any 0 < µ1 < λ1 < µ2 < λ2, the
choice of

α21 = µ1 α31 = µ2

α12 =
(λ2 − µ1)(λ1 − µ1)

(µ2 − µ1)

α13 =
(µ2 − λ1)(λ2 − µ2)

(µ2 − µ1)

solve the problem. The above result can be generalized to the
case of a n-star graph, when the leader is the center. In fact,
the following Proposition holds.
Theorem 3: Let S be a star graph having n rays, and the

central node is selected as leader node. Then, for any given
set 3 = {0,λ2,λ3, ..,λn} and 3(1)

= {µ1, µ2, .., µn−1}

such that 0 < µ1 < λ2 < · · · < µn−1 < λn there exist
positive weights αij ∈ R+ that solve the problem as follows:

Lw =


a11 −α12 . . . −α1n

−α21 α21 0 . . .
... 0

. . .

−αn1 0 . . . αn1

 (6)
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where coefficients αij can be computed as:
αj1 = µj for j = 2, .., n

α1j =

∏n
k=1(λk − µj)∏n
k=1
k ̸=j

(µk − µj)
(7)

and a11 =
∑n

i=2 α1i.
The proof is omitted for the sake of brevity. It can be proved

as a special case of general tree graphs, which is thoroughly
studied in the next Section.

Further, for the sake of completeness, we provide a
statement on the solution of path graphs, which has been
recently studied in [37] and, preliminarly in [55]. The
interested reader can find any related detail, proof, algorithm
in [37].
Theorem 4: Let P be a path graph and node 1 one leaf

node, and let Lw, L̄
(1)
w its weighted Laplacian matrix and

grounded Laplacian and λi+1, µi, i = 1, .., n − 1 satisfying
the Problem Statement. Finally, a(s) = sn + an−1sn−1

+

an−1sn−1
+ ..a1s and b(s) = sn−1

+ bn−1sn−1
+ ..b1s + b0

are two polynomials having λi and µi as zeros.
It is always possible to compute αij ∈ R such that det[sI −

Lw] = p(s) and det[sI − L̄(1)w ] = q(s), by solving iteratively
backwards the equations:{

φj(s) = (s− α(j−1),j)φ(j−1)(s)−sαj,(j−1)ψ(j−1)(s)
ψj(s) = φ(j−1)(s) − αj,(j−1)ψ(j−1)

(8)

with the final conditions φn(s) = a(s), ψn(s) = b(s).

IV. MAIN RESULTS ON TREE GRAPHS
In this Section, we are ready to tackle the general case
of tree graphs. We proceed by induction, starting from the
results achieved in the previous Section. There are several
differences and additional challenges when dealing with
tree graphs compared with star and path graphs. The main
difference, from amathematical perspective, is the cardinality
of the neighbor set, starting from the leader node. For path
graphs, it is equal to 1, while for tree graphs it is a positive
integer. It turns out that, as regards path graphs, the recurrence
is realized by each node by computing its own edge weight
and sending the remainder to its neighbor (being only one),
while in the tree case each node must define a set of
polynomials to distribute to its neighbors.

The first result is a technical Lemma which explains how
p(s) = det[sI − Lw] and q(s) = det[sI − L̄(1)w ] can be
written as functions of the weights α1,j, αj,1 and the analogous
polynomials associated to each subtree T (1)

j , j ∈ N1. The
following analysis is often explored in analogous inverse
eigenvalue problems and it is often called neighbors formula
(see e.g. [28]). In this paper, Lemma 4 provides a key tool
to trigger the iterative procedure that allows each node for
computing its own weight.
Lemma 5: Let T be a tree graph and Lw its weighted

Laplacian with associated polynomials p(s) = det[sI − Lw]
and q(s) = det[sI − L̄(1)w ], 1 be the leader node and

ℓ = |N1|. Let Tj, j = 1, . . . , ℓ denote the subtrees of T after
removing node 1, and pTi (s) (resp., qTi (s)) the characteristic
polynomials of the weighted Laplacian (weighted grounded
Laplacian) of each Ti. The following relations hold:

p(s) = sq(s) −

ℓ∑
i=1

α1ipTi (s)
ℓ∏

j=1,
j ̸=i

(
pTj (s) − αj1qTj (s)

)

q(s) =

ℓ∏
i=1

(
pTi (s) − αi1qTi (s)

)
.

(9)
Proof: As a first step, we write the general weighted

Laplacian for a tree, with the labeling as follows. Let N1 =

{i1, .., iℓ}, so that T (1) is made of ℓ subtrees. We label
sequentially each subtree, and the first label of each subtree
T (1)
ik is assigned to the neighbor of node 1. It follows that:

Lw=



a11 −α1i1 0 . . . . . .−α1iℓ 0 . . .

−αi11
0
...

L̄i1 . . . 0i1×iℓ

...
...

...

−αiℓ1
0
...

0iℓ×i1 . . . L̄iℓ


(10)

where L̄i = LTi + αii1e
i
1e
i
1
⊤

with LTi being the weighted
Laplacian of Ti, and a11 =

∑ℓ
k=1 α1ik .

As a first remark, it is worth noting that the grounded
Laplacian can be easily written as the product:

qw(s) =

ℓ∏
k=1

det[sI − L̄ik ] (11)

where, analogously, L̄ik = LTik + αiik 1e
ik
1 e

ik
1

⊤

, and that each
polynomial det[sI − L̄ik ] can be directly written as function
of pTik (s) and qTik (s):

det[sI − L̄ik ] = pTik (s) − αik1qTik (s) (12)

so that the second of (9) follows.
We now compute p(s) = det[sI − Lw] using the Laplace

rule along the first row:

p(s) = (s− aii)
ℓ∏

k=1

det[sI − L̄ik ]

− α1i1αi11qi1 (s)
ℓ∏

k=2

det[sI − L̄ik ]

− α1i2αi21qi2 (s)
ℓ∏

k=1,
k ̸=2

det[sI − L̄ik ] − . . . (13)
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Using (12) it is possible to write

α1jpTj (s)
ℓ∏

k=1,
k ̸=j

det[sI − L̄ik ]

= α1j

ℓ∏
k=1

det[sI − L̄ik ] + α1jαj1qj(s)
ℓ∏

k=1,
k ̸=j

det[sI − L̄ik ]

(14)

and, remembering that a11 =
∑
α1j, (13) can be rewritten as

p(s) = s
ℓ∏

k=1

det[sI − L̄ik ]

−

ℓ∑
j=1

−α1jpTj (s)
ℓ∏

k=1,
k ̸=j

det[sI − L̄ik ]

 . (15)

Putting together (12) with (15), also the first of (9)
follows. □

Equations (9) can be put in a convenient form to set up a
two-step algorithm which can be run iteratively with respect
to the nodes of the graph. More in detail, the algorithm starts
at the leader node with the desired characteristic polynomials
pw(s) and qw(s) as inputs, and it returns the gain for the edges
of the leader node together with a set of 2 · |N1| polynomials
related to the |N1| subtrees of Tw. The resulting equations are
derived in the next Theorem.
Theorem 6: Let T be a tree graph, considering the

notation in Section I-A, p(s) = det[sI − Lw], q(s) = det[sI −

L̄(1)w ], a(s) = s(s − λ2) . . . (s − λn), b(s) = (s − µ1) . . . (s −

µn−1), λi, µi satisfying the Problem Statement. It is always
possible to compute a set of 2ℓ coefficients {α1i, αi1}i∈{i1,..,iℓ}
and a set of 2ℓ polynomials {pi(s), qi(s)}i∈{i1,..,iℓ}, with pi(s) =

sp̂i(s) and degrees ∂ p̂i(s) = ∂qi(s) = ni − 1, which satisfy (9)
with p(s) = a(s) and q(s) = b(s) (the resulting Algorithm is
fully described in the next Subsection (VI)).

Proof: The proof is constructive and the resulting
algorithm that solves the stated problem is described in detail
after this proof.

Divide {µ1, .., µn−1} into ℓ = |N1| sets, say 3i1 , 3i2 ,..,
3iℓ , and build qi(s) =

∏
µi∈3i

(s − µi) so that q(s) =∏ℓ
i=1 qi(s). Set q̄i(s) =

∏ℓ
j=1,
j ̸=i

qj(s), so that qk (µi) = 0 for

any µi ∈ 3k and qk (µi) ̸= 0 for any µi ∈ 3j with j ̸= k ,
and conversely q̄k (µi) ̸= 0 for µi ∈ 3k and q̄j(µi) = 0 for
µi ∈ 3j with j ̸= k . Finally set{

γ (s) = p(s) − sq(s)
xi(s) = α1ipTi (s) i = i1, .., iℓ

(16)

where xi(s) i = 1, .., ℓ is a set of ℓ unknown polynomials
of degree equal to ni and with a simple zero in 0, namely
xi(s) = xnis

ni + xni−1sni−1
+ ..+ x1s.

Under the above notation, the first of Eq.(9) takes the form:

γ (s) = −

ℓ∑
i=1

xi(s)q̄i(s) (17)

where we recall that q̄i(s) =
∏ℓ

j=1,
j ̸=i

qj(s) and it is a generalized

polynomial Diophantine equation (an ordinary Diophantine
equation for ℓ = 2) (see, e.g., [56]). The existence and
structure of the solution can be studied recurring to the
methods of [56] using a vector representation of (17) as
γ (s) = Q̄(s)x(s) where Q̄(s) = [q̄1(s) q̄2(s) . . . q̄ℓ(s)]
and x(s) = [x1(s) x2(s) . . . xℓ(s)]T . However, in order to
trigger an effective induction procedure, it is important to
seek solutions with appropriate degree, namely ∂pTi (s) =

|Ti| = ni. A convenient way to compute the coefficients of
xi(s) with a prescribed degree ni is as follows.
Compute Eq. (17) at s = µi for each µi ∈ 3(1); by

construction of q̄i(s), it results:

p(µi) = −x1(µi)q̄1(µi) ∀µi ∈ 3̄1

p(µi) = −x2(µi)q̄2(µi) ∀µi ∈ 3̄2

... (18)

and in general

p(µi) = −xk (µi)q̄k (µi) ∀µi ∈ 3̄k k = 1, .., ℓ. (19)

The above equations have the advantage of decoupling the
computation for each subtree Tk . Considering the unknowns
xnk , xnk−1, .. for a given k , equations (19) can be put as
follows:


µ
nk−1
1 µ

nk−2
1 . . . 1

µ
nk−1
2 µ

nk−2
2 . . . 1

... 0
. . .

...

µ
nk−1
nk−1 µ

nk−2
nk−1 . . . 1


︸ ︷︷ ︸

Vk


xnk
xnk−1
...

x1

=



−
p(µ1)

q̄k (µ1)µ1

−
p(µ2)

q̄k (µ2)µ2
...

−
p(µnk−1)

q̄k (µnk−1)µnk−1


(20)

where Vk is a Vandermonde matrix built on the zeros of qk (s).
Its determinant is equal to

detVk =

∏
1≤i<j≤nk

(µj − µi),

so that it is nonsingular under the strict interlacing property,
and it allows to compute the polynomial xk (s) = xnk s

nk +

xnk−1snk−1
+ ..+ x1s for a Tk with nk = |Tk |.

Once that xk (s) is determined, the complete solution can
be easily computed. As a first remark, it is worth noting that
xnk ̸= 0. Indeed, xnk = α1k and if α1k = 0, then the standing
Assumption of strict interlacing inequality would be violated
(see, e.g., Eq. (10)).
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Considering the second of (16), it is easy to compute α1k
and pTk (s) as:α1k = xnk

pTk (s) = snk +
xnk−1

xnk
snk−1

+ ..+
xnk−1

xnk
s (21)

and finally αk1 and qTk (s) can be easily retrieved using
the above solution (21) together with relation qk (s) =∏
µi∈3i

(s− µi) = pTk (s) − αk1qTk (s) so that

αk1 =
xnk−1

xnk
+

∑
µi∈3i

µi

qTk (s) =
1
αk1

[(
snk +

xnk−1

xnk
snk−1

+ ..+
xnk−1

xnk
s
)

−

∏
µi∈3i

(s− µi)
]
.

(22)

As a final remark, it is easily seen that qTk (s) is a monic
polynomial of degree nk − 1. □

V. DISCUSSION ON THE POSITIVITY OF THE SOLUTION
AND ON THE ITERATIVENESS OF ALGORITHM 1
In this Section, we address two main technical issues that are
necessary to ensure that the resulting Algorithm provides an
effective solution for any possible graph and leader node, and
every choice of reference polynomials a(s), b(s), and it can
be iterated until all edge weights are assigned.

In this respect, it is worth noting that matrices Lw are not
symmetric, so they do not necessarily have a real spectrum,
nor they are granted to satisfy the interlacing property in
advance with any principal submatrix. However, to iterate the
result of Theorem 6, these two properties of p(s) and q(s)
should hold since they are required as assumptions of the next
step of iteration.

Hence, one main point is to study the properties of
polynomials pTk (s), qTk (s) as solutions of the Algorithm
resulting from Theorem 6, and to understand if their zeros
are real or complex, simple or multiple, and finally, if they
satisfy a strict interlace condition between themselves.

A different yet close investigation is about the sign of
the edge weights achieved through the Algorithm. Indeed,
considering the motivating applicative scenarios, we are
primarily interested in positive values for the resulting edge
weights.

Fortunately, it comes out that it is possible to prove that
the resulting polynomials of Theorem 6 have the required
features, as we describe in the next Theorem, and it ensures
that the algorithm of Theorem 6 can be iterated without any
restriction.
Proposition 7: Consider the setting and the notation of

Theorem 6, and set p(s) = det[sI − Lw] and q(s) = det[sI −

L̄(1)w ]. The resulting solutions have the following features:
• The 2ℓ coefficients {α1i, αi1}i∈{i1,..,iℓ} are positive.
• The set of 2ℓ polynomials {pTi (s), qTi (s)}i∈{i1,..,iℓ} have
real distinct roots which satisfy the interlacing property

between themselves and, moreover, pTi (s) interlaces
with qi(s) =

∏
µi∈3i

(s− µi).
Proof: In this proof, we use the notation Ii = {k ∈

V |µk ∈ 3i} and Īi = V\Ii, namely the sets of indices
of all µi belonging to a 3i, and to a 3̄i. Since we set
a(s) = s(s− λ2) . . . (s− λn), b(s) = (s− µ1) . . . (s− µn−1),
recurring to the simple partial fraction expansion it is possible
to write

(s− λ2) . . . (s− λn)
(s− µ1) . . . (s− µn−1)

= 1 +
R1

s− µ1
+ · · · +

Rn−1

s− µn−1
(23)

where Ri =

∏n
j=2(µi − λj)∏n−1
i=1
j ̸=i

(µi − µj)
, and it easily seen that the

interlacing property among λi and µi ensures that Ri < 0 for
any i. Based on (23), it is possible to write:

a(s) − sb(s) =

n−1∑
i=1

Ris n−1∏
j=1
i ̸=j

(s− µj)

 . (24)

It is now useful to organize the right-hand side according
to the following logic. Group together the terms of the sum
according to the sets 3i, so that Eq. (24) can be rewritten as
follows:

a(s) − sb(s) =

∑
i∈I1

Ris
∏
j∈I1
i ̸=j

(s− µj)

 ∏
k∈Ī1

(s− µk )

+

∑
i∈I2

Ris
∏
j∈I2
i ̸=j

(s− µj)

 ∏
k∈Ī2

(s− µk ) + . . . .

(25)

Considering that each
∏

k∈Īj (s − µk ) is equal to q̄j(s),
and comparing Eq.(25) to Eq.(16), it is easy to see that the
structure of xi(s) is:

xi(s) =

∑
k∈Ii

Ris
∏
j∈Ii
j ̸=k

(s− µj) (26)

and, in turn, Eq.(26) together with (16), reveals that α1k =

−
∑

k∈Ii Rk > 0.
As for the localization of the roots, note that the value of

xi(µk ) changes sign for successive µk so that, if νi denotes a
zero of xi(s), it is easy to infer that

µ1 < ν2 < µ2 < · · · < νn−1 < µn−1. (27)

Consider now Eq.(22). As for αk1, upon defining ν1 = 0, it is
worth noting that the first of Eq.(22) can also be written as
αk1 =

∑nk−1
i=1 (µi − νi) and it is positive in view of Eq.(27).

VOLUME 11, 2023 126415



G. Parlangeli: Laplacian Eigenvalue Allocation Through Asymmetric Weights

As a final result, denote the zeros of qTi (s) as ςi. Considering
the second of (22), namely

qTi (s) =
pTi (s) −

∏
j∈Ii (s− µj)

αi1
,

together with the condition previously achieved (27), it is
possible to prove analogously that 0 < ς1 < ν2 < · · · <

ςn−2 < νn−1. □

VI. A DISTRIBUTED IMPLEMENTATION
OF THE ALGORITHM
Theorem 6 basically allows to splitting of the desired
polynomials into a set of reference polynomials of lower
degree, together with a set of weights to be assigned to the
edges of the leader node. The idea is that such a scheme
should be iterated by the leader’s neighbors, and so on, to let
each node of the network retrieve its own edge weights.
In this respect, it is possible to put the solution in a form
so that each node can retrieve its own gains by simply
means of local data, and transmit the resulting polynomials
to its neighbors, thus providing a distributed structure to
the resulting Algorithm. In more detail, it is possible to
execute the whole Algorithm for the Laplacian eigenvalue
assignment as discussed in Theorem 6 as follows. The leader
node sets the reference polynomials, it runs Eq. (20), (21)
to retrieve the weights of its incoming edges, and finally it
transmits the reference polynomials of each subtree to the
neighbor nodes. Then, each node applies Eq. (20), (21), (22)
to retrieve the weights of its incoming edges, and finally
it transmits the reference polynomials to its neighbors, and
so on.

The leader node triggers the procedure by running the
following algorithm:

Algorithm 1 Leader Node
Input: 3 = {λ2,λ3, . . . ,λn},

3(1)
= {µ1, µ2, .., µn−1}

Output: α1k and pTk (s), k = 1, .., ℓ
1 Split 3(1) into ℓ disjoint sets 3i1 ,.., 3iℓ such that

|3ik | = |Tik | = nik ;
2 Build polynomials a(s), qi(s) and compute γ (s) as in

(16);
3 for k = 1, . . . , ℓ do
4 Solve (20);
5 Use (21) to retrieve α1k and pTk (s).;
6 end

and it transmits pTk (s), qk (s) to each neighbor k ∈ N1. Upon
receipt of such data, and based on it, each node k runs the
algorithm below:

In general, the lines of Algorithm 1 and Algorithm 2 do
not require a special computational effort by the elaborating
node k . As regards line 4 of Algorithm 1, it is worth noting
that the Vandermonde matrix has been widely studied, and
its inverse is well known in closed form (see, e.g., [57]).

Algorithm 2 Node k
Input: pTk (s), qk (s)
Output: αkj and pTj (s), j ∼ k

1 Compute (22) to retrieve αkℓ and qTk (s) ;
2 Compute the real simple roots of qTk (s);
3 Split the roots of qTk (s) into ℓk disjoint sets 3i1 ,..,
3iℓk

such that |3ik | = |Tik | = nik ;
4 for k = 1, . . . , ℓ do
5 Solve (20);
6 Use (21) to retrieve αkj and pTj (s) for each j ∼ k;
7 end

Lastly, line 2 of Algorithm 2 requires to compute the roots of
qTk (s), and it requires an interative numerical computation.
However, this step is made easy by the previous result of
Proposition 7, namely the feature that qTk (s) has all real
simple roots which are roughly localized thanks to the bounds
of the interlacing property. In our simulations, we used the
technique [58], where it is possible to find all the numerical
details of this routine. In particular, it is possible to find all
the details in terms of precision of the solution with respect
to the cost (i.e. number of bit operations). Starting from these
relations, together with the details of a specific framework
(namely, the computational capacity of each node), it is
always possible to find an upper bound of the time execution
of Algorithm 2. All the other lines require the execution
of simple elaborations. The above discussion clarifies that
Algorithm 1 andAlgorithm 2 are feasible, and an upper bound
of the time execution is computable, so the algorithm is well
fit for real-time applications. Indeed, the whole procedure
requires a finite amount of time equal to the eccentricity
of the leader node, and this makes it possible to run this
algorithm as a preliminary routine and to set the weights
corresponding to a prescribed spectrum before a mission
execution.

VII. A CONSTRUCTIVE EXAMPLE
In this Section, we describe the distributed algorithm in
practice through an illustrative example.

Consider a multi-agent system as depicted in Fig. 2, the
goal for the leader it to let the agents assign their edge weights
to get the Laplacian spectrum equal to:

3 = {0, 2, 4, 6, 8, 10, 12, 14, 16},

3(1)
= {1, 3, 5, 7, 9, 11, 13, 15};

the leader node is the dark node with label 1. Node 1 triggers
the algorithm, it computes:

a(s) = s
8∏
i=1

(s− 2i), b(s) =

7∏
i=0

(s− 2i− 1),

31 = {3, 11}, 32 = {1, 9, 13}, 33 = {5, 7, 15},
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FIGURE 2. Simulation results: Subdivision of the graph according to the
notation of Section II.

so that:

q1(s) = (s− 3)(s− 11), q2(s) = (s− 1)(s− 9)(s− 13),

q3(s) = (s− 5)(s− 7)(s− 15),

q̄1(s) = q2(s)q3(s), q̄2(s) = q1(s)q3(s), q̄3(s) = q1(s)q2(s).

Then, node 1 runs Algorithm 1 with the following output:

α12 1.613
pT2 s2 − 7.5s
α14 1.44
pT4 s3 − 23.55s2 + 133s
α17 4.95
pT7 s3 − 14.6s2 + 28.8s

and finally it transmits pT2 (s), q2(s) to its neighbor 2, and
analogously pT4 (s), q4(s) to node 4 and pT7 (s), q7(s) to node 7.
Then, the procedure prosecutes with the results of Section

III and, more in details, node 4 and node 2 are the leaves
of path-shaped subtrees, so they first apply Eq. (22), and
then Theorem 6, while node 7 is the center of a star-shaped
subgraph, and it applies Eq. (22) and then Theorem 4.

Fig. 3 shows the exchanged data and the edge weights
computed by each node, and finally Fig. 4 shows the edge
values corresponding to the prescribed spectrum 3, 3(1).
The resulting Laplacian matrix (28), as shown at the

bottom of the page.

FIGURE 3. Simulation results: exchanged data.

FIGURE 4. Simulation results: computed edge weights for the eigenvalue
allocation 3 = {0, 2, 4, 6, 8, 10, 12, 14, 16},
3(1) = {1, 3, 5, 7, 9, 11, 13, 15}.

Remark 8: A strict comparison of the above example
with other algorithms is not possible, because the inverse
eigenvalue problem for such systems was developed only
for networks made of n = 2, 3, 4, 5 nodes [33], being
the investigation regarding asymmetric nodes, as well as
optimal symmetric, focused on improving the convergence
rate. Considering such a goal, it was already discovered for
path graphs [34] that asymmetric weight design outperforms
even optimal symmetric, and the convergence rate can be

Lw =



8 −1.61 0 −1.44 0 0 −4.95 0 0
−6.48 7.06 −0.576 0 0 0 0 0 0

0 −7 7 0 0 0 0 0 0
−9.45 0 0 10.34 −0.9 0 0 0 0

0 0 0 −10.7 11.25 −0.55 0 0 0
0 0 0 0 −11.41 11.41 0 0 0

−2.4 0 0 0 0 0 6.2 −0.8 −3
0 0 0 0 0 0 −1.8 1.8 0
0 0 0 0 0 0 −9 0 9


(28)
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uniformly bounded away from zero. The results of this paper
confirm the beneficial effects of asymmetric weights for the
broader class of tree graphs.

VIII. CONCLUSION
In this paper, we derived an algorithm for the Laplacian
eigenvalue assignment for tree graphs by an appropriate
choice of the gains by each agent. This problem is motivated
by several recent applications of distributed algorithms for
multi-agent systems and robotic networks. The resulting
algorithm is inherently iterative and it requires a finite
time equal to the eccentricity of the leader position in the
communication graph, so that it is well fit in real-world
applications as a preliminary routine to be run before any
mission or task. Several results are promising, however
they are limited to the case of acyclic graphs, and agents
modeled as first-order dynamics. Several directions of
research stem from the results of this paper, as for example the
analogous investigations for the general complex eigenvalue
problem and/or investigating more general graphs with
cycles, or extending the results of this paper to more complex
kinematics including nonholonomic constraints, as those
explored in [59].
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