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Abstract: The advancement of knowledge in the field of coastal morphodynamics is currently highly
relevant, as it provides valuable insights into the complex and dynamic nature of coastal systems
and helps coastal engineers and researchers to better understand and manage the risks associated
with coastal hazards. Managing and protecting coastal areas requires accurate measurements and
the availability of reliable numerical models for predicting shoreline evolution. The present study
focuses on verifying the reliability of a recent one-line model: the General Shoreline beach (GSb)
model. The numerical simulations were performed using wave data observed by the Acoustic
Wave and Current profiler and the Channel Coast Observatory buoy. The numerical results were
compared with high-resolution shoreline data collected from an ARGUS monitoring station during
the impoundment experiment conducted in Milford-on-Sea, UK. The numerical results demonstrated
that the GSb model accurately predicts shoreline evolution, particularly for mixed beaches. The
findings of the present study also show the effectiveness of the GSb online numerical model in
predicting day-to-day changes in shoreline dynamics caused by wave attack. The high-resolution
dataset of the ARGUS observations combined with wave data collected during the field experiment
could be valuable resources for coastal researchers to further evaluate and improve numerical models
of coastal morphodynamics.

Keywords: coastal zone; shoreline evolution; coastal morphodynamics; GSb model; numerical
simulations; field data; ARGUS images

1. Introduction

The coastal zone is a popular and growing area of interest due to its social, political,
and economic significance. However, rapid development and use of the coastal zone have
resulted in adverse effects on beach equilibrium, leading to severe erosion and, sometimes,
beach disappearance. The coastal environment is highly susceptible to the impacts of
climate change and sea-level rise [1].

The effective management and protection of coastal areas require reliable measure-
ments and predictions of shoreline evolution. This information is essential for making
informed coastal management decisions, such as land-use planning, coastal protection
design, and adaptation to sea-level rise. Therefore, there is a need for robust and accurate
methods to study coastal morphodynamics [2,3].

Various methods exist for studying coastal morphodynamics, including remote sens-
ing techniques, field measurements, and physical and numerical models [4–10]. Over
several decades, researchers and engineers inspired by coastal sediment processes have
conducted field and laboratory experiments to learn more about coastal and sediment
dynamics. Understanding the physical processes governing the morphodynamics and
the rapid advance in computation technology have increased the interest in developing
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numerical models. Sophisticated models, such as Delft3D, have been developed to repro-
duce coastal morphodynamics [11,12]. These models are highly detailed and can accurately
simulate complex physical processes, but their computational requirements can make them
impractical for certain applications (e.g., long-term simulations). Given the complexity of
the processes, which cannot be fully represented by deterministic formulas, and the high
uncertainty in wave and sediment transport data [13], numerous runs are necessary for
sensitivity analysis and model calibration, making the practical use of such sophisticated
models prohibitive [14].

In this context, one-line models have demonstrated practical capability in predicting
shoreline evolution and assisting in the selection of the most appropriate protection design
in the planning of projects located in the nearshore zone [15].

However, their utility is often limited by the lack of a universal one-line model that can
estimate shoreline change for various types of coastal mounds, such as sandy, gravel, cobble,
and mixed beaches. Furthermore, the most common one-line models [6–9] are more difficult
to calibrate due to the presence of two calibration coefficients; in fact, for a model with two
calibration coefficients, initial values are chosen and simulations are run to match observed
data through iterative parameter adjustments until the pair of calibration parameters that
minimizes the difference between observed and calculated shorelines is found.

This limitation highlights the need for reliable models that can account for the complex
processes that govern coastal morphodynamics while maintaining practical utility. To accu-
rately evaluate the reliability of a numerical model, it is crucial to compare its predictions
with high-resolution field data.

The present paper aims to address this limitation by verifying the reliability of a recent
one-line model proposed by [16,17]: the General Shoreline beach (GSb) model. The high-
resolution data acquired from an ARGUS monitoring station over a 740 m domain during a
field experiment conducted in Milford-on-Sea, UK, were utilized to verify the reliability
of the numerical solution proposed by the GSb model. The field experiment focused on
the impoundment technique, in which a temporary impermeable groin was constructed to
study the shoreline evolution and sediment transport [18–20]. The numerical simulations
were performed using both nearshore wave data and propagated wave data from offshore
(buoy location) to nearshore using the SWAN numerical model.

The numerical results have demonstrated favorable agreement, indicating that the
GSb model has the potential to accurately predict the shoreline evolution in the case of
mixed beaches. Furthermore, the results also showcase the effectiveness of the GSb online
numerical model in forecasting the day-to-day changes in shoreline dynamics caused by
wave attack.

The high-resolution dataset of the ARGUS observations and wave data acquired
during the impoundment experiment, presented for the first time in the present study,
represent a valuable resource for coastal researchers to further evaluate and improve
numerical models of coastal morphodynamics.

2. Materials and Methods
2.1. Field Experiment
2.1.1. Study Area

Milford-on-Sea is located at the eastern side of Christchurch Bay in Hampshire, UK,
as shown in Figure 1. The area is of particular interest due to its unique coastal elements,
including a cliff eroding at the western side near Barton on Sea, a natural beach at Hordle
Cliff, and coastal defense structures comprising timber groins and a seawall between
Milford-on-Sea and Hurst Spit. The field site is subject to predominant SSW wave direction
and semi-diurnal tides with a spring tidal range of 2 m.

The area is characterized by a beach composed of finer (sand) and coarser (cobbles,
gravel) sediment grains. The median grain size of the total sample composing the mixed
beach, D50, is equal to 11.19 mm. The relationship between D85 and D15 is 27.79 (where
D85 and D15 represent the particle diameter for which 85% and 15%, respectively, of the
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material is finer). Figure 2 shows the percentage of material passing through the sieve for
three different samples: fine, coarse, and the total sample. Three dashed red lines are also
included in the graph to indicate the percentage of material passing through specific sieve
sizes. The figure also displays the values of D15, D50, and D85 for each sample, where the
subscripts F, C, and T correspond to the finer, coarse, and total sample, respectively.

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 3 of 25 
 

 

  

Figure 1. Study area location (from Earthstar Geographics maps). 

The area is characterized by a beach composed of finer (sand) and coarser (cobbles, 

gravel) sediment grains. The median grain size of the total sample composing the mixed 

beach, D50, is equal to 11.19 mm. The relationship between D85 and D15 is 27.79 (where D85 

and D15 represent the particle diameter for which 85% and 15%, respectively, of the mate-

rial is finer). Figure 2 shows the percentage of material passing through the sieve for three 

different samples: fine, coarse, and the total sample. Three dashed red lines are also in-

cluded in the graph to indicate the percentage of material passing through specific sieve 

sizes. The figure also displays the values of D15, D50, and D85 for each sample, where the 

subscripts F, C, and T correspond to the finer, coarse, and total sample, respectively. 

 

Figure 2. Percentage of material passing through the sieve for three different samples: fine, coarse, 

and the total sample. 

According to a sediment transport investigation carried out by [21], Christchurch Bay 

had a relatively recent geological origin. This bay was formed as a result of the shoreline 

retreating during the mid to late Holocene transgression that occurred during the 

Figure 1. Study area location (from Earthstar Geographics maps).

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 3 of 25 
 

 

  

Figure 1. Study area location (from Earthstar Geographics maps). 

The area is characterized by a beach composed of finer (sand) and coarser (cobbles, 

gravel) sediment grains. The median grain size of the total sample composing the mixed 

beach, D50, is equal to 11.19 mm. The relationship between D85 and D15 is 27.79 (where D85 

and D15 represent the particle diameter for which 85% and 15%, respectively, of the mate-

rial is finer). Figure 2 shows the percentage of material passing through the sieve for three 

different samples: fine, coarse, and the total sample. Three dashed red lines are also in-

cluded in the graph to indicate the percentage of material passing through specific sieve 

sizes. The figure also displays the values of D15, D50, and D85 for each sample, where the 

subscripts F, C, and T correspond to the finer, coarse, and total sample, respectively. 

 

Figure 2. Percentage of material passing through the sieve for three different samples: fine, coarse, 

and the total sample. 

According to a sediment transport investigation carried out by [21], Christchurch Bay 

had a relatively recent geological origin. This bay was formed as a result of the shoreline 

retreating during the mid to late Holocene transgression that occurred during the 
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and the total sample.

According to a sediment transport investigation carried out by [21], Christchurch
Bay had a relatively recent geological origin. This bay was formed as a result of the
shoreline retreating during the mid to late Holocene transgression that occurred during
the Quaternary Period. The stretch of coast from Barton on Sea to Hurst Spit has been
identified and designated as a Site of Special Scientific Interest (SSSI). Milford-on-Sea is
also recognized as a Coastal Area of Outstanding Natural Beauty (AONB) by [21].
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2.1.2. Impoundment Technique

Measuring longshore transport is challenging both in the field and laboratory due to
the combination of suspended and bedload sediment transport. Instruments have been
developed to measure suspended sediment concentrations at a point, but no satisfactory
method of measuring bedload has yet been demonstrated [22]. The total longshore sediment
transport rate in the surf zone can be evaluated with a method noted as “impoundment”
that consists in deploying a temporary structure (i.e., groin) across the beach to capture
sediment transported by waves and currents. After a given period of time, the accumulated
sediment in the impoundment structure is measured and analyzed to determine the sedi-
ment transport rate along the coastline. This technique is considered, by several authors, a
reliable and effective method to estimate longshore transport rates [23–26].

In 2007, a field experiment based on the impoundment technique was performed
at the study site, deploying a temporary impermeable groin, 46 m long (originally 19 m
wet and 27 m dry), which acted as a barrier to the longshore sediment transport between
1 October 2007 and 15 November 2007 (Figure 3) [18–20].
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Figure 3. Pictures from the top of Hordle Cliff of (a) groin construction, filling the geobags during
low tide on 27 September 2007; (b) view of the temporary structure deployed at Milford-On-Sea.

2.1.3. Argus Beach Monitoring System (ARGUS) Shoreline Data

The Argus Beach Monitoring System (ARGUS) is an advanced coastal monitoring
system that employs a network of cameras to provide real-time monitoring of coastal
zones. The system uses sophisticated algorithms to address a wide range of coastal issues,
such as shoreline evolution, impact of groins, and beach nourishments. Shorelines can be
automatically detected through methods that rely on identifying a bright band linked to
the shore break or a color variation between wet and dry sand [27–30].

As part of RF-PeBLE project, Risk-based Framework for Predicting Long-term Beach
Evolution, ARGUS was installed at the study site from January 2007 until October 2011.
The system consisted of five cameras facing the beach and mounted at the top of the cliff
(16 m high).

Appendix A provides a list of specific ARGUS shorelines selected to ensure consistency
in tidal levels among those available during the field experiment period (from 1 October
2007 to 15 November 2007). The tidal level recorded at Becton Bunny (Barton on Sea) at the
acquiring time of the selected ARGUS shorelines have also been included in Appendix A [19].

Figure 4a–e show the first 5 available ARGUS images during the field experiment
period. The figures correspond to the following dates and times: (a) 1 October 2007 at 16:50,
(b) 2 October 2007 at 09:30, (c) 3 October 2007 at 06:30, (d) 4 October 2007 at 13:50, and (e)
5 October 2007 at 15:50. The shoreline is not always well defined due to visible foam in
breaking waves at the water–beach interface. ARGUS images are selected during a calm
sea state to ensure accurate identification of the shoreline. For example, the first selected
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image among the first 5 available is the image taken on 5 October 2007 at 15:50 (Figure 4e),
representing the first image where the shoreline is clearly detectable.
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2.1.4. AWAC Wave Data

The Nortek Acoustic Wave and Current (AWAC) profiler was used to collect significant
wave height, peak period, and mean wave direction with hourly time step during the period
from 1 October 2007 to 25 November 2007 (Figure 5). The AWAC profiler was located at
a water depth of 7 m, approximately 600 m offshore. The wave direction is referred to
with respect to the geographic north. The line color of the significant wave height (up
panel of Figure 5a) depends on the wave direction. The green color corresponds to waves
from orthogonal direction to the mean shoreline orientation (no longshore transport). The
blue color indicates waves coming from an angular sector producing a negative longshore
transport (waves from SSW), whereas yellow/red colors represent waves coming from the
angular sector producing a positive longshore transport (waves from SSE). In the wave
rose (Figure 5b), the mean shoreline orientation is indicated by a dashed black line.

2.1.5. CCO Wave Data

The Milford Directional Waverider Buoy, which is part of the Southeast Regional
Coastal Monitoring Programme, is located at a water depth of approximately 10 m, approx-
imately 1500 m offshore from the study area. The Datawell Directional Waverider Mk III
is the wave buoy model used to collect data. The dataset was developed by the Channel
Coastal Observatory (CCO). The spatial reference system used is WGS84, with a planar
coordinate encoding method of latitude/longitude. The resolution of the X and Y axes is
0.00001 decimal degrees. The parameters collected by the buoy are averaged over 30 min,
with a sampling frequency of 3.84 Hz, and then downsampled to 1.28 Hz before calculation
of wave parameters. The wave data are collected with respect to the geographic north.
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Figure 5. AWAC wave data from 1 October 2007 to 25 November 2007: (a) time series of significant
height, wave angle, and peak period; (b) wave rose and mean shoreline orientation.

Figure 6 shows significant wave height, peak period, and mean wave direction col-
lected during the period from 1 October 2007 to 25 November 2007. The line color of
the significant wave height (up panel of a) depends on the wave direction. The green
color corresponds to waves from orthogonal direction to the mean shoreline orientation
(no longshore transport). The blue shades indicate waves coming from an angular sector
producing a negative longshore transport (waves from SSW), whereas yellow/red colors
represent waves coming from the angular sector producing a positive longshore transport
(waves from SSE). In the wave rose (Figure 5b), the mean shoreline orientation is indicated
by a dashed black line.
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2.1.6. Wave Propagation of Waverider Buoy data to AWAC Location

The third-generation wave model, SWAN, developed by the Delft University of Tech-
nology [31], was used to propagate the wave data collected by the Directional Waverider
Buoy from its location, approximately 1500 m offshore at a water depth of 10 m (50.71229 N,
−1.61568 E), to the AWAC location, approximately 600 m offshore at a water depth of 7 m
(50.72015 N; −1.61450 E) (Figure 7).
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The bathymetry data of Milford-on-Sea were obtained from the EMODNET portal (http:
//portal.emodnet-bathymetry.eu/ accessed on 17 January 2019) in ESRI ASCII format. Figure 8
shows the “Area of interest” and the corner grid point coordinates X0, Y0 (−1.655 E, 50.710 N).
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The bathymetry data in the selected area are a matrix consisting of 23 rows and
68 columns, with a grid spacing of 73.577 m in the x-direction and 115.878 m in the y-
direction. The bathymetry data grid length in the x-direction is 4929.664 m, and in the
y-direction it is 2598.318 m. Table 1 provides a summary of the data grid information.
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Table 1. Data grid information of the EMODnet bathymetry.

Parameter Value

n. row 23
n. columns 68
Cell size (◦) 0.001041667

Cell size x (m) 73.577
Cell size y (m) 115.878

x-direction grid length (m) 4929.664
y-direction grid length (m) 2549.318

origin axis coordinate 50.710 N, −1.655 E

The contour map and the 3D mesh of the bathymetry are shown in Figure 9.
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n. row 23 

n. columns 68 
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A uniform rectangular SWAN computational grid was defined, with the origin at the
point of coordinate xpc = 0.0 and ypc = 0.0. The SWAN computational grid is 4929 m in length
in the x-direction and 2549 m in the y-direction. The regular mesh is composed of 67 cells
73.48 m long in the x-direction and 22 cells 115.88 m long in the y-direction. The wave data
collected by the Waverider Buoy (CCO) from 1 October 2007 to 25 November 2007 were used
as input for the SWAN model at the south, west, and east boundaries, with the clockwise
convention for wave direction.

Figure 10a shows the wave rose of the AWAC data collected during the groin experi-
ment, from 1 October 2007 to 25 November 2007 at a water depth of 7 m. Figure 10b shows
the wave characteristics computed by the SWAN model at the AWAC location.

Figure 11 shows the comparison between the AWAC time series and numerical results
of the significant wave height.

The results show a good agreement between the observed and computed wave pa-
rameters at the AWAC location.

2.2. Numerical Modelling of Shoreline Evolution
2.2.1. The General Shoreline Beach (GSb) Model

The General Shoreline beach (GSb) model is a morphodynamics model that belongs
to the category of one-line models widely used by coastal engineers and scientists for
predicting shoreline evolution. The mathematical theory of one-line models was first
developed by [32], based on the assumption that (i) the cross-shore beach profile moves
parallel to itself and remains constant over time, as evaluated by [33,34], and (ii) longshore
sediment transport occurs within the active beach profile defined between the top of the
active berm and the closure depth.



J. Mar. Sci. Eng. 2023, 11, 1037 9 of 25

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 9 of 25 
 

 

in the x-direction and 2549 m in the y-direction. The regular mesh is composed of 67 cells 

73.48 m long in the x-direction and 22 cells 115.88 m long in the y-direction. The wave data 

collected by the Waverider Buoy (CCO) from 1 October 2007 to 25 November 2007 were 

used as input for the SWAN model at the south, west, and east boundaries, with the clock-

wise convention for wave direction. 

Figure 10a shows the wave rose of the AWAC data collected during the groin exper-

iment, from 1 October 2007 to 25 November 2007 at a water depth of 7 m. Figure 10b shows 

the wave characteristics computed by the SWAN model at the AWAC location. 

  

(a) (b) 

Figure 10. Wave rose of (a) AWAC data and (b) SWAN data obtained after wave propagation from 

the buoy location (1500 m offshore, 10 m water depth) to the AWAC location (600 m offshore, 7 m 

water depth). 

Figure 11 shows the comparison between the AWAC time series and numerical re-

sults of the significant wave height. 

 

Figure 11. Observed (red line) and computed (blue line) significant wave height. 

Figure 10. Wave rose of (a) AWAC data and (b) SWAN data obtained after wave propagation from
the buoy location (1500 m offshore, 10 m water depth) to the AWAC location (600 m offshore, 7 m
water depth).

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 9 of 25 
 

 

in the x-direction and 2549 m in the y-direction. The regular mesh is composed of 67 cells 

73.48 m long in the x-direction and 22 cells 115.88 m long in the y-direction. The wave data 

collected by the Waverider Buoy (CCO) from 1 October 2007 to 25 November 2007 were 

used as input for the SWAN model at the south, west, and east boundaries, with the clock-

wise convention for wave direction. 

Figure 10a shows the wave rose of the AWAC data collected during the groin exper-

iment, from 1 October 2007 to 25 November 2007 at a water depth of 7 m. Figure 10b shows 

the wave characteristics computed by the SWAN model at the AWAC location. 

  

(a) (b) 

Figure 10. Wave rose of (a) AWAC data and (b) SWAN data obtained after wave propagation from 

the buoy location (1500 m offshore, 10 m water depth) to the AWAC location (600 m offshore, 7 m 

water depth). 

Figure 11 shows the comparison between the AWAC time series and numerical re-

sults of the significant wave height. 

 

Figure 11. Observed (red line) and computed (blue line) significant wave height. Figure 11. Observed (red line) and computed (blue line) significant wave height.

Unlike other one-line models [6–9] that rely on two calibration coefficients, K1 and
K2, the GSb model presents a single calibration coefficient, KGSb, which is a function of the
longshore gradient in breaking wave height [35].

According to [36,37], the model is capable of predicting shoreline changes over both
short-term (daily) and long-term (yearly) periods and can simulate any combination of
hard structures (such as groins, detached breakwaters, and seawalls) and beach fills along
a modeled coastal length.

The GSb model evaluates shoaling and refraction processes using an internal mod-
ule proposed by [6]. The wave diffraction produced by breakwaters and groins is also
considered using the simplified diffraction calculation procedure proposed by [38].
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In the GSb model, the equilibrium profile shape is calculated as proposed by [33,34].
This calculation is used to determine the location of the breaking waves and to calculate the
average nearshore bottom slope, which is then used in the longshore transport equation.
The average profile shape of the equilibrium beach is described by

h(y) = Ay2/3 (1)

where h is water depth (m), A = scale parameter (m1/3), and y = offshore distance from the
shoreline (m). The scale parameter A can be calculated as in the following:

A = 0.41(D50)
0.94, D50 < 0.4 mm (2)

A = 0.23(D50)
0.32, 0.4 mm ≤ D50 < 10.0 mm (3)

A = 0.23(D50)
0.28, 10.0 mm ≤ D50 < 40.0 mm (4)

A = 0.46(D50)
0.11 D50 ≥ 40 mm (5)

In one-line models, predictive formulas are used to estimate longshore sediment
transport rates. The GSb model evaluates the longshore transport rate using the General
Longshore Transport (GLT) formula [39–42], which can predict longshore transport at a
mound composed of any type of material, such as sand, gravel, cobbles, shingle, and
rock beaches. The longshore transport rate QLT is given by the following equation and is
expressed in m3/s [17,37]:

QLT =
SN D3

n50
(1 − n)Tm

− KGSb

8
(

ρs
ρ − 1

)
(1 − n)tan β 1.4167/2

H2
s,bcg,bcos (θbs)

∂Hs,b

∂x
, (6)

where SN is the number of sediment units passing a given control section in one wave (-),
Dn50 is the nominal diameter of the sediment unit (m), n is the porosity index (-), Tm is the
mean wave period (s), KGSb is the calibration coefficient, ρ and ρs are the mass density of
water and sediment units, respectively (kg/m3), tan β is the average bottom slope from
the shoreline to the closure depth (-), Hs,b is the significant wave height at breaking (m);
cg,b is the group celerity at breaking (m/s); θbs is the angle of breaking waves to the local
shoreline (rad); and x is the longshore distance (m).

SN is calculated by an internal module as

SN =
ld

Dn50
· Nod
1000

sinϑk,b, (7)

where ld (m) is the displacement length calculated as proposed by [43], Nod is the number of
displaced particles removed at the end of 1000 wave attack (-), and ϑk,b is the characteristic
breaking wave direction with respect to the shore normal (deg). Nod and ϑk,b are calculated
as proposed by [39].

The first term of Equation (6) represents the longshore transport rate calculated by
the GLT formula [39]. The second term in Equation (6), similarly to GENESIS [6], ONE-
LINE [14], BEACHPLAN [7], SMC [8], and GENCADE [9], accounts for longshore sediment
transport induced by the longshore gradient in significant wave height at breaking [35].
Hs,b is calculated taking into account the shoaling, refraction, and diffraction phenomena [6].
In favor of the GSb model, it is underlined that the number of calibration coefficients pass
from two to one.

The explicit finite difference scheme solves the relationship between the longshore
transport rate and shoreline accretion/erosion, which is caused by spatial and temporal
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variations in longshore transport. This relationship is formulated by the sediment continuity
equation in a control volume, ∆V (Figure 12):

∆V
∆t

(1 − n)(Db + Dc) +
∆QLT

∆x
= 0 (8)

where Db is the berm height, Dc is the closure depth, and t is the time.
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2.2.2. GSb Model Calibration

The KGSb coefficient depends on the longshore gradient in breaking wave height. In
the present study, we adopted the KGSb coefficient obtained by [17], which was derived
using high-quality shoreline data acquired from the Differential Global Positioning System
(DGPS) for the Milford case study, covering a shorter alongshore stretch of 280 m (i.e.,
a more limited domain). Calibration was performed by comparing the observed and
calculated shoreline evolution using KGSb values of 0.005, 0.01, 0.05, 0.1, and 0.2. The
best agreement was obtained with a value of KGSb = 0.1, which resulted in the lowest
root-mean-square error (RMSE) of 4.6. In the present case, which involves a beach with a
single groin on a smooth and uniform bathymetry, the longshore gradient in breaking wave
height is moderate. Consequently, the model outcomes are relatively sensitive to the value
of KGSb. Indeed, the differences among all the estimated RMSE values were less than 0.2.

2.2.3. GSb Model Setup

The first selected ARGUS shoreline available after the groin deployment (5 October
2007) was assumed as the initial shoreline. The values of closure depth and berm height,
Dc and Db, respectively, were selected equal to 1 m and 3 m, respectively, based on an
accurate evaluation of the cross-shore beach profile evolution over time (Figure 13) [18].
The nominal diameter of the sediment equal to Dn50 = 11.19 mm was assumed. The
computational domain was assumed to be 740 m long with a grid size of DX = 5 m and
NX = 148. The groin was positioned at the x coordinate = 250 m. The time step for the
simulation was set to 0.05 h (180 s), and the total duration of simulation was 39 days.
Following [44], fixed boundary conditions were used since they are far away from the groin
(i.e., the length of the entire calculation domain is on the order of two or three groin length).
It assures that the boundary conditions are unaffected by changes that take place in the
vicinity of the groin.

The initial shoreline and wave directions (AWAC and SWAN) were rotated by
199.75 degrees counterclockwise from the northing/easting grid, as shown in Figure 14,
in order to adapt the input data with the numerical model convention, which requires
the shoreline to be oriented towards the sea.
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3. Numerical Results

Numerical simulations to investigate the morphodynamics response of a temporary
groin deployed in the study area were performed. The predictive performance of the
GSb model was evaluated by comparing the numerical results with the observed ARGUS
shorelines in a 740 m long domain. To simulate the shoreline evolution, both nearshore
observed AWAC data and numerical data propagated from offshore to nearshore using the
SWAN numerical model were adopted as wave input for the GSb model.

3.1. ARGUS Shorelines and Nearshore Wave Data (AWAC)

GSb simulations were performed using the input mentioned in Section 2.2.3 and the
nearshore AWAC wave data.

Figure 15a–e show the initial shoreline ((a) 5 October 2007) and the calculated shore-
line compared with the ARGUS images on (b) 13 October 2007, (c) 21 October 2007,
(d) 11 November 2007, and (e) 13 November 2007. Additionally, a more detailed view
of the numerical results, on the same dates, in the vicinity of the groin is presented in
Figure 16a–e.

The comparison of the calculated shorelines and the ARGUS images confirms the ability
of the GSb model to predict the shoreline evolution in the presence of a groin under the
influence of waves observed by the AWAC. In particular, the model accurately predicts the
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shoreline evolution at intermediate times in which shoreline advance occurs on the east side
of the groin in the days until 12 October (Figures 15b and 16b). Subsequently, the shoreline
evolution trend is reversed, and a significant shoreline advance is observed on the west side
of the groin from 11 November until the end of the simulation (Figure 15d,e and Figure 16d,e).
These findings highlight the capacity of the GSb model to predict the day-to-day effects of
wave attack on shoreline dynamics. According to the current literature, there are no other
one-line numerical models capable of predicting the day-to-day shoreline evolution.

Figure 17 shows a comparison between the GSb shoreline (red line) and the observed
ARGUS shoreline (green dotted line) at the end of numerical simulation (13 November 2007),
39 days after the groin deployment.

The result demonstrates the capability of the GSb model to predict the accretion/erosion
that occurred up-drift/down-drift of the groin using the nearshore AWAC wave data. How-
ever, the calculated accretion on the up-drift side of the groin is slightly overestimated.
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Figure 17. Comparison between the GSb shoreline (red line) and the observed ARGUS shoreline
(green dotted line) at the end of numerical simulation (13 November 2007), 39 days after the groin
deployment, in the case of nearshore AWAC wave input.

3.2. ARGUS Shorelines and Nearshore Propagated SWAN Wave Data

GSb simulations were performed using the input mentioned in Section 2.2.3 and the
nearshore wave characteristics obtained from the SWAN model (as described in Section 2.1.6).

Figure 18 shows a comparison between the GSb shoreline (red line) and the observed
ARGUS shoreline (green dotted line) at the end of numerical simulation (13 November
2007), 39 days after the groin deployment.
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Result demonstrates the capability of the model to predict the accretion/erosion that
occurred up-drift/down-drift of the groin using the nearshore wave characteristics obtained
from the SWAN model. However, the calculated accretion/erosion on the up-drift/down-
drift sides of the groin is slightly underestimated.

4. Discussion and Conclusions

In the present paper, the reliability of a recent one-line model called the General
Shoreline beach (GSb) model has been verified using field data. The GSb model, unlike
the other one-line models that require two calibration coefficients (K1 and K2), requires
only one calibration coefficient, KGSb, which simplifies its use significantly. In particular,
for a model with two calibration coefficients, initial values are chosen and simulations
are run to match observed data through iterative parameter adjustments. The process is
simpler for a model with only one calibration coefficient where an initial value is chosen
and the coefficient is iteratively adjusted to match observed data through simulations.
Moreover, KGSb does not depend on sediment grain size but only on the longshore gradient
in breaking wave height. This property makes the calibration process of the GSb model
more efficient, allowing for more precise simulations of coastal morphodynamics.

The numerical simulations were performed using high-resolution shoreline data
observed from an ARGUS monitoring station during a field experiment conducted in
Milford-on-Sea, UK. A temporary groin was deployed to evaluate the shoreline evolution
on a mixed beach. Both nearshore waves observed by the AWAC profiler and propagated
waves from offshore (CCO buoy location) to nearshore using the SWAN numerical model
have been adopted as GSb wave input data.

The results demonstrate the effectiveness of the GSb online numerical model in accu-
rately predicting day-to-day changes in shoreline dynamics resulting from wave attack.
The model has been capable of predicting patterns of accretion/erosion that occurred
up-drift and down-drift of the groin, using both observed nearshore wave characteristics
collected from AWAC and those obtained from the SWAN model. In the case of AWAC
data, the model slightly overestimated the calculated accretion on the up-drift side of the
groin. When using nearshore SWAN model data, the GSb model accurately predicted the
shoreline advance/retreat.

Appendix B present the full high-resolution dataset of ARGUS images and wave data
used in the present study, which represent a valuable resource for coastal researchers to
further evaluate and improve numerical models of coastal morphodynamics.

One possible direction for future research could be to further refine the GSb model
by incorporating additional factors that can influence shoreline dynamics, such as storm
surges and sea level rise. Another potential avenue for future research is to investigate the
effectiveness of different types of coastal protection measures in different environmental
conditions, using the GSb model to simulate the effects of various design parameters on
shoreline evolution. Overall, the findings of the present study have important implications
for coastal management and highlight the need for continued research into the complex
processes that govern shoreline evolution.
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Data Availability Statement: The GLT Matlab function for longshore transport computation is
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Appendix A. ARGUS Images Information

ARGUS images captured during the field experiment period (from 1 October 2007 to
14 November 2007) and tidal level recorded at Becton Bunny (Barton on Sea) are presented
in Appendix A.

Table A1. Argus images captured during the field experiment period (from 1 October 2007, to
14 November 2007) and tidal level recorded at Becton Bunny (Barton on Sea).

Shoreline Filename Date Time Tidal Level at Becton Bunny

wl.milford.20071001.gmt1650.cx.mat 20071001 16:50 0.1344
wl.milford.20071002.gmt0930.cx.mat 20071002 09:30 0.2032
wl.milford.20071003.gmt0630.cx.mat 20071003 06:30 0.13
wl.milford.20071004.gmt1350.cx.mat 20071004 13:50 0.1505
wl.milford.20071005.gmt1550.cx.mat 20071005 15:50 0.1455
wl.milford.20071006.gmt1500.cx.mat 20071006 15:00 0.1379
wl.milford.20071007.gmt1530.cx.mat 20071007 15:30 0.1232
wl.milford.20071008.gmt1619.cx.mat 20071008 16:19 0.1702
wl.milford.20071009.gmt1700.cx.mat 20071009 17:00 0.1924
wl.milford.20071010.gmt1730.cx.mat 20071010 17:30 0.1522
wl.milford.20071011.gmt0600.cx.mat 20071011 06:00 0.1415
wl.milford.20071013.gmt0650.cx.mat 20071013 06:50 0.1798
wl.milford.20071014.gmt1520.cx.mat 20071014 15:20 0.1927
wl.milford.20071015.gmt0730.cx.mat 20071015 07:30 0.1839
wl.milford.20071016.gmt1650.cx.mat 20071016 16:50 0.1249
wl.milford.20071017.gmt0820.cx.mat 20071017 08:20 0.1184
wl.milford.20071018.gmt0900.cx.mat 20071018 09:00 0.1369
wl.milford.20071019.gmt1300.cx.mat 20071019 13:00 0.134
wl.milford.20071020.gmt1500.cx.mat 20071020 15:00 0.1257
wl.milford.20071021.gmt1430.cx.mat 20071021 14:30 0.139
wl.milford.20071022.gmt1449.cx.mat 20071022 14:49 0.1364
wl.milford.20071023.gmt1530.cx.mat 20071023 15:30 0.1489
wl.milford.20071024.gmt1619.cx.mat 20071024 16:19 0.1533
wl.milford.20071025.gmt1230.cx.mat 20071025 12:30 0.1799
wl.milford.20071026.gmt1319.cx.mat 20071026 13:19 0.1927
wl.milford.20071029.gmt0719.cx.mat 20071029 07:19 0.2107
wl.milford.20071101.gmt1050.cx.mat 20071101 10:50 0.151
wl.milford.20071102.gmt1500.cx.mat 20071102 15:00 0.1244
wl.milford.20071103.gmt1400.cx.mat 20071103 14:00 0.1302
wl.milford.20071104.gmt1650.cx.mat 20071104 16:50 0.1364
wl.milford.20071105.gmt1650.cx.mat 20071105 16:50 0.1352
wl.milford.20071107.gmt1600.cx.mat 20071107 16:00 0.1278
wl.milford.20071108.gmt1250.cx.mat 20071108 12:50 0.1593
wl.milford.20071109.gmt1350.cx.mat 20071109 13:50 0.1901
wl.milford.20071110.gmt1350.cx.mat 20071110 13:50 0.2249
wl.milford.20071111.gmt0650.cx.mat 20071111 06:50 0.2557
wl.milford.20071112.gmt0640.cx.mat 20071112 06:40 0.2402
wl.milford.20071113.gmt0710.cx.mat 20071113 07:10 0.1852
wl.milford.20071114.gmt1530.cx.mat 20071114 15:30 0.2042

https://github.com/GeneralLongshoreTransport/GLT.git
http://www.scacr.eu/general-shoreline-beach-model/
https://coastalmonitoring.org/
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Appendix B. ARGUS Images

The full dataset of ARGUS images is presented in Appendix B.
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Figure A38. Date: 20071113; time: 07:10; tidal level at Becton Bunny: 0.1852. 

 

Figure A39. Date: 20071114; time: 15:30; tidal level at Becton Bunny: 0.2042. 

Appendix C. AWAC Wave Data 

The wave data collected by AWAC are available at https://github.com/General-

LongshoreTransport/Milford-On-Sea-AWAC-Data accessed on 10 May 2023. The wave 

data is organized in a CSV file in the following format: Date; Hour; Hs (m); Tp (s); and Dir 

(N) from 1 October 2007 to 25 November 2007. As an example, the first and last row of the 

file containing the AWAC wave data are shown below. 

Date Hour Hs (m) Tp (s) Dir (N) 

20071001 01:00 0.38 4.63 190.80 

20071125 05:00 0.43 5.82 192.55 
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Figure A39. Date: 20071114; time: 15:30; tidal level at Becton Bunny: 0.2042.

Appendix C. AWAC Wave Data

The wave data collected by AWAC are available at https://github.com/GeneralLo
ngshoreTransport/Milford-On-Sea-AWAC-Data accessed on 10 May 2023. The wave data
is organized in a CSV file in the following format: Date; Hour; Hs (m); Tp (s); and Dir (N)
from 1 October 2007 to 25 November 2007. As an example, the first and last row of the file
containing the AWAC wave data are shown below.

Date Hour Hs (m) Tp (s) Dir (N)
20071001 01:00 0.38 4.63 190.80
20071125 05:00 0.43 5.82 192.55
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