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Abstract: Semi-structured decisions, which fall between highly structured and unstructured decision
types, rely on human intuition and experience for the final choice, while using data and analytical
models to generate tentative solutions. These processes are traditionally iterative and time-consuming,
requiring cycles of data gathering, analysis, and option evaluation. In this study, we propose a
novel framework that integrates Large Language Models (LLMs) with optimization techniques to
streamline such decision-making processes. In our approach, LLMs leverage their capabilities in data
interpretation, common-sense reasoning, and mathematical modeling to assist decision makers by
reducing cognitive load. They achieve this by automating aspects of information processing and
option evaluation, while preserving human oversight as a crucial component of the final decision-
making process. Another significant strength of our framework lies in its potential to drive the
evolution of a new generation of decision support systems (DSSs). Unlike traditional systems that
rely on rigid and inflexible interfaces, our approach enables users to express their preferences in a
more natural, intuitive, and adaptable manner, substantially enhancing both usability and accessibility.
A case study on last-mile delivery system design in a smart city demonstrates the practical application
of this framework. The results suggest that our approach has the potential to simplify the decision-
making process and improve efficiency by reducing cognitive load, enhancing user experience, and
facilitating more intuitive interactions.

Keywords: semi-structured decisions; human-in-the-loop; knowledge discovery; large language
models; last-mile logistics

1. Introduction

Starting from the seminal work of Nobel laureate Herbert A. Simon [1] and Gorry and
Morton’s influential paper [2], managerial decisions have been classified into structured,
semi-structured, and unstructured. Structured decisions include those that follow a clear,
predefined process or set of rules, often relying on established criteria or quantitative
data (e.g., inventory management and production scheduling). Unstructured managerial
decisions include those that are complex, novel, and lack a clear or predefined process.
These decisions often require judgment, intuition, and creativity, as they deal with uncertain
or ambiguous situations. Examples include strategic planning, crisis management, market
entry decisions, and innovation initiatives. Various studies have indicated that a significant
portion of them fall into the semi-structured category. For instance, in his landmark
book [3], management guru Henry Mintzberg highlighted that the majority of decisions are
neither entirely routine (structured) nor completely novel (unstructured). In particular, he
emphasized that such a category is quite common in middle management, where decisions
often involve both a structured component (e.g., financial analysis) and an unstructured
part (e.g., judgment on market conditions).
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Semi-structured managerial decisions depend on human intuition and experience for
the final judgment, while utilizing data and analytical models to generate a sequence of
tentative solutions that progressively incorporate the decision makers’ preferences. Hence,
they involve a combination of standardized procedures (which are peculiar to structured
decisions) and human assessment (which is typical of unstructured decisions).

They are common in managerial and strategic contexts where decisions cannot be
entirely algorithmic and require a nuanced approach. Examples include budgeting deci-
sions (see, e.g., [4]), where standard procedures can be used for creating budgets, while
managerial judgment is needed to allocate funds based on strategic priorities and future
projections. Another example is marketing campaign design (see, e.g., [5]), where decisions
about targeting demographics and allocating resources among various media require both
data analysis (e.g., past campaign performance) and creative thinking. A further remark-
able example is investment decisions (see, e.g., [6,7]), in which evaluating investment
opportunities involves the quantitative analysis of financial data as well as the qualitative
assessment of market conditions and future trends.

The iterative nature of semi-structured decision making involves repeated cycles of
gathering data, analyzing information, generating and evaluating options, and refining de-
cisions [8]. In this scheme, managers continuously adjust and incorporate their preferences
in the tentative decisions, based on the insights gained in the previous iterations. This re-
peated and cyclical process is inherently time-consuming as each iteration requires decision
makers to generate tentative solutions, analyze them carefully, and possibly integrate new
elements (e.g., penalty terms in the objective function and new constraints) in the decision
model (see Section 2 for more details).

Preferences may reflect those of the organization’s managers or incorporate the needs
of various other stakeholders, including workers, customers, local communities, and others.
Hereafter, we refer to the group involved in the decision-making process as the “decision
makers”. It is worth noting that all these subjects do not necessarily have to physically
participate in the decision board. Their preferences may be expressed in person or can
take the form of product reviews, formal complaint reports, etc., collected in the company
information system.

In this paper, we propose a new algorithmic approach to semi-structured decision
making, based on the integration of Large Language Models (LLMs) and Optimization, to
assist managers in the decision-making process. This new approach has the potential to
reduce the cognitive effort required to generate, evaluate, and refine options, and arrive at a
decision. Another major strength of our framework lies in its potential to pave the way for
a new generation of decision support systems (DSSs). Unlike traditional systems that depend
on rigid and inflexible interfaces, our approach allows users to articulate their preferences
in a more natural, intuitive, and adaptable way, significantly improving both usability and
accessibility.

1.1. State of the Art

To the best of our knowledge, this is the first contribution dealing with the integration
of LLMs and optimization in semi-structured decision making. However, several recent articles
explore how LLMs can support decision-making processes in diverse ways.

A first line of research aims at using LLMs to provide recommendations based on
textual documentation. This is useful in a number of sectors in which LLMs can assist
professionals in navigating complex documents and generate contextually relevant insights.
In particular, in the healthcare field, LLMs can analyze patient records, medical literature,
clinical guidelines, and research papers to interpret symptoms and recommend person-
alized treatment plans or medical interventions (see, e.g., [9]). In the legal sector, LLMs
can be used to process and recommend actions from complex legal documents, such as
contracts, case law, or statutes (see, e.g., [10]). In the financial and banking sectors, LLMs
can analyze financial reports, market news, and research documents to provide investment
recommendations or insights into market trends (see, e.g., [11]).
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A second line of research explores the use of LLMs in translating natural language
descriptions of structured managerial decisions into optimization models. The goal is to
increase the accessibility and usability of optimization solvers by allowing non-experts to
interface with them using natural language. A number of papers appeared in this field
after the Institute for Operations Research and the Management Sciences INFORMS) [12] in
partnership with Meta Al [13] launched the Natural Language for Optimization (NL4Opt)
Competition in 2023 (see [14]), to bridge the gap between natural language processing
(NLP) and optimization. Relevant contributions in this field include [15-21].

1.2. Structure of the Paper

The remainder of this paper is organized as follows. In Section 2, we model preference
discovery in semi-structured decision making as an iterative process. In Section 3, we
illustrate how an LLM can be integrated with an optimization algorithm to support a
semi-structured decision-making process, depending on the type of optimization algorithm
used (e.g., constructive procedure, parameterized heuristic, or model-based solver). Finally,
the new approach is illustrated in Section 4 through a case study related to the design of a
last-mile delivery system in a smart city context. Conclusions and future research directions
follow in Section 5.

2. Preference Discovery in Semi-Structured Decision Making

A key aspect of semi-structured decision making is that preferences are not initially
fully known to the decision makers themselves but are discovered through an iterative
process in which the decision makers gain decisive insights on their preferences, goals, and
constraints. In this preference discovery process, decision makers progressively enhance their
understanding of what drives optimal decisions until a satisfactory solution is generated.
The decision makers often start by “generating” an initial solution (let us say x(1)) whose
quantifiable performance measures are evaluated analytically with a closed-form expression,
a simulation, a system dynamics model, etc. (see [22] for a review of model-driven DSSs).
Based on this initial solution, the decision makers reflect on their preferences (which
we denote as 77 in the following), understanding which aspects (metrics) of the solution
align with their values and which do not. The decision makers then identify qualitative
factors that were not initially considered but are important for a more comprehensive
solution. These new insights are used to generate a new solution that hopefully reflects
better their preferences. The new solution is then assessed with regard to quantifiable
metrics. This process is repeated, with a new solution x") at each cycle h, embedding a
more refined understanding of what is important to the decision makers. This iterative
process helps in managing the complexity of real-world decisions by breaking down the
problem and progressively building up a more complete solution. Figure 1 describes this
iterative process.

When the decision is combinatorial (or continuous) in nature (see, e.g., [23,24]), feasible
solutions cannot be enumerated because they are infinite or huge in number. In this case,
the structured part of the decision-making process leads to an optimization problem in
which only core quantitative factors are considered. Under these hypotheses, the semi-
structured decision can be seen as the solution of an optimization problem involving decision
maker preferences:

(P) minz= f"(x) (1)
s.t
gi(x)=0, i=1,...,m ()
Wi (x)=0, r=1,...,q9x 3)

In this formulation, both the objective function f7(x) (assumed to be minimized) and con-
straints /1" (x) = 0 depend on the preferences 7t of the decision makers and acknowledge the
role of human tacit knowledge and contextual factors that affect the decision-making process.
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Figure 1. Preference discovery in semi-structured decision making.

More formally, at the initial iteration (k = 0), no preferences (or some initially known
preferences) are considered (which is denoted as 7 in the following) and only the struc-
tured component of the decision-making process is accounted for. Hence, the following
optimization problem is solved

(P9) min z = f™(x) (4)
s.t.
gi(x)=0, i=1,...,m (5)

where f70(x) represents an approximation of f7(x), in which no preferences are taken into
account, and the constraints are independent of preferences.

Once a solution x(9) of P(%) is obtained, it is analyzed by the decision makers and
evaluated in light of their preferences. Whenever this solution does not consider some of
the preferences, the decision makers devise a refined approximation f”(x) of the “true”
objective function f™(x), and possibly an expanded set of constraints i, (x),r = 1,...,qx,.
Then, the new approximation is solved, its solution analyzed, and so on. We now report
the model at a generic iteration & =1, ... for future reference in this article:
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(P(h)) min z = f™(x) (6)
s.t.

gi(x)=0, i=1,...,m (7)

hh(x) =0, r=1,...,4x, (8)

where (6) and (8) are approximations of (1) and (3), respectively, based on the latest updates
1y, of the preferences 7t elicited by the decision maker. Figure 2 illustrates how the general
iterative scheme in Figure 1 is specialized whenever the structured part of the decision-
making process leads to an optimization problem.

This scheme is highly adaptable and can be tailored to different optimization ap-
proaches, whether using a constructive heuristic, a parameterized heuristic, or a model-
based solver. For a constructive heuristic, the LLM can generate solutions directly, allowing
the straightforward integration of on-the-fly preferences. With a parameterized heuristic,
new preferences can be incorporated by adjusting specific parameters within the heuristic.
For a model-based solver, updated preferences from decision makers may lead to adding or
removing constraints or modifying weights within the objective function. Further details
are provided in Section 3.
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Figure 2. A semi-structured decision-making process whose structured component leads to an
optimization problem.
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3. Integrating the LLM and the Optimization Algorithm

In this section, we propose a novel framework that integrates Large Language Models
with optimization techniques to streamline semi-structured decision-making processes. The
discussion addresses cases where the optimization algorithm is a constructive heuristic
(Section 3.1), a parameterized heuristic (Section 3.2), or a model-based solver (Section 3.3).
First, we present an overview of the LLM features that are pertinent to the analysis
that follows.

Large Language Models (LLMs) are Generative Al systems trained on extensive text
datasets to understand and generate human language with high proficiency (refer to [25]
for a comprehensive review of architectures and applications, along with a discussion
of open issues and challenges). They use deep learning architectures, primarily transform-
ers, to capture complex linguistic patterns and contextual information. LLMs exhibit the
so-called emergent properties, unexpectedly sophisticated abilities that arise as the models
scale in size, complexity, and volume of training data. These capabilities, often not explic-
itly programmed, include skills like (a) in-context learning, (b) common-sense reasoning,
(c) mathematical problem-solving, and (d) data summarization and interpretation. These
properties are of the utmost importance across various applications, particularly in advanc-
ing the next generation of DSSs, as detailed in the following. In these systems, LLMs have
the potential to enhance the flexibility of optimization tools, making them more adaptive
and responsive to complex, real-world semi-structured decision-making scenarios.

In our framework, LLMs (see Figure 3) aim at automating two phases of the decision
cycle described in Figure 1: (a) the analysis and interpretation of the solution x") of
the current approximation (6)—(8); and (b) the update of problem PW (r=1,... ,qm,)
on the basis of the qualitative remarks expressed by the decision makers in a natural
language. Both tasks are guided by a high-level description of the problem and a set of
preliminary instructions provided to the LLM. Further details on this step are presented in
the next subsection.

The interaction between the decision makers, the optimization solver, and the LLM
is based on the Prompt-Before-Prompt (PBP) technique (also known as pre-prompt). PBP
involves providing an initial prompt that helps to set the context, frame the subsequent
prompts, or provide a set of instructions. In particular, the pre-prompt can give explicit
directions or specify the desired format of the response, which helps the model to follow
the guidelines more closely. This can lead to more accurate, coherent, and contextually
appropriate responses from the LLM. In our framework, PBP is used to instruct the LLM
about the preferences of the decision makers and how they relate to the data, variables,
constraints and objective function of the optimization model. For this purpose, the de-
cision is framed in terms of entities (such as customers, orders, and vehicles) and the
relationships between them. This approach allows us to inform the LLM that, for example,
customer requests are geographically grouped into districts, enabling the LLM to interpret
solutions within the context of these districts. Additionally, it facilitates the automatic
derivation of modifications to the optimization problem in response to updates in decision
makers’ preferences.

We now detail the three cases when optimization is approached using a constructive
heuristic, a parameterized heuristic, or a model-based solver.
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Figure 3. Integrating an LLM in a semi-structured decision-making process where the structured part
is an optimization problem.

3.1. Integrating a Constructive Heuristic

Constructive heuristics are sequential algorithms that build a solution step-by-step,
typically by making locally optimal choices at each stage. These heuristics start from an
empty or partial solution and incrementally add elements based on a specific rule or criteria
until a complete solution is formed. LLMs can implement a constructive heuristic if given
a clear textual description of the step-by-step procedure. By processing instructions and
contextual details about the problem, the LLM can follow the sequential steps required to
build a solution, making decisions at each stage according to the described criteria. This
allows the model to generate feasible solutions incrementally, as guided by the heuristic’s
rules. The LLM can also generate the code for the heuristic in a specified programming
language (e.g., Python), which can then be executed by an interpreter or runtime envi-
ronment. By translating the heuristic’s logic into code, the model enables automated
execution, allowing for efficient testing, adaptation, and integration within larger systems.
This approach enables the seamless incorporation of on-the-fly user preferences into the
solution construction process. By dynamically modifying steps based on real-time input,
the system can tailor solutions more precisely to evolving user needs, enhancing flexibility
and responsiveness within the heuristic framework.
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3.2. Integrating a Parameterized Heuristic

Alternatively, if optimization is approached through a parameterized heuristic, new
preferences may lead to adjustments of specific parameters within the heuristic itself. This
is the case, e.g., when the problem is multi-objective in nature and the decision maker
wants to explore the trade-off between n (conflicting) objectives, say zy, . .., z,. In this case,
the heuristic could be designed to optimize a weighted combination z = wyx1 + - - - + wyxy
of the objectives zy,...,z,, with weights wy, ..., w,. Here, an LLM could be utilized to
adjust the parameters wy, ..., w;, based on customer preferences, effectively managing the
trade-offs among these objectives.

3.3. Integrating a Model-Based Optimization Solver

If optimization is approached using a model-based solver, gathering new preferences
from decision makers may result in adding or removing constraints, or adjusting weights
within the objective function. Hence, a fundamental step of the decision cycle illustrated in
Figure 3 is the derivation of a refined version of functions ™ (x) and i, (x) (r = 1,...,qx,)
based on the newly gained insights.

As with all human activities that depend on intuition and experience, this step defies
easy formalization. Nonetheless, a common feature is that decision makers conceptualize
their decisions in terms of “entities” and semantic features, rather than solely focusing on
decision variables and constraints. We will elucidate this concept in the following.

Model (1)—(3), and its approximations (6)—(8), are extended representations ([26]) in
which the decision is expressed by a fixed vector of variables x. On the other hand, humans
analyze data and reason about decisions in terms of problem components (“entities”), such
as orders, customers, and vehicles, and their relationships. Thus, we need a representa-
tion that is closer to what humans do, namely, a compact representation in which objects
and their various relationships can be described explicitly. As the authors of [26] note:
“Almost everything that humans express in natural language concerns objects and their
relationships”. For this reason, we reformulate model (1)-(3), by using an algebraic modeling
language (e.g., AMPL [27], GAMS [28], or OPL [29]). Such languages rely on sets of objects
(referred to as entities from now on), as is also very common in the context of computer
science [30]). Entities are classified as fundamental or derived, where a derived set is defined
as subsets or Cartesian products of other sets. Then, each variable, constraint, and param-
eter of the MIP model is indexed by one or more entities in the corresponding algebraic
modeling. For instance, in a last-mile distribution problem, entity sets may include a set
of orders O and a set of vehicles V, in which case a binary variable indicating whether an
order o € O is assigned to a vehicle v € V will be referred to as x4, instead of some X;.
Similarly, a constraint indicating that the capacity of a vehicle v € V cannot be exceeded by
a given amount will be labeled by index v. Based on this labeling, humans (and LLMs) find
easy-to-interpret data and solutions, and relate them to their preferences.

4. Case Study

We apply the framework presented in Section 3 to a case study in last-mile logistics,
focusing on the design of an innovative delivery system. In this application setting, the
objective is to determine optimal locations for parking slots (which serve as transshipment
points) and to establish efficient vehicle routes and schedules. This decision-making process
is semi-structured, as it involves balancing the preferences of multiple stakeholders and
addressing conflicting objectives. In this case study, the role of the LLM was twofold: (1) to
serve as a constructive heuristic for the location selection component, embedding stake-
holder preferences, and (2) to adjust the parameters of a multi-objective metaheuristic [31]
for optimizing vehicle routing and scheduling.

4.1. Decision Problem

Designing city logistics involves developing a comprehensive strategy to efficiently
and sustainably manage the movement of goods within urban areas. The goal is to minimize
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costs, reduce congestion and environmental impacts, and ensure timely deliveries [32]. The
case study is related to the design of an innovative last-mile distribution system based on a
combination of traditional vans and Autonomous Delivery Robots (ADRs) [33]. ADRs are self-
driving vehicles intended to transport goods from one location to another without human
intervention. These robots utilize advanced technologies such as artificial vision, sensors,
and GPS to navigate and perform their delivery tasks efficiently. Different companies have
carried out pilot initiatives for testing ADRs: for example, Starship Technologies is running
a self-driving robot service in the city of London [34], as well as e-Novia and Twinswheel
in different cities [35]. Recently, Aramex launched a self-driving delivery robot [36], while
FedEx experimented its six-wheeled autonomous delivery robot, called Roxo SameDay
Bot [37].

In our application setting, the decision makers want to design a last-mile distribution
system that utilizes a fleet of vans, each equipped with a sub-fleet of ADRs, to drop
off small parcels at customer locations. Deliveries can be performed by directly visiting
customers with the van or by parking the van at designated locations (parking slots, PSs),
from which the final leg of the delivery is completed either on foot by the driver or by
ADRs. ADRs can autonomously navigate sidewalks at pedestrian speed to deliver parcels
to customers’ doors.

Formally, the problem is defined on a directed multigraph G = (V, A) where V
is the vertex set and A is the arc set. The vertex set is partitioned into three subsets:
V = {0} UPUC, with 0 representing the van depot, P denoting the set of available parking
slots, and C comprising the set of customers to be serviced within a planning horizon of
length T. The depot has a time window [0, T|, and each parking slot p € P has a number of
availability windows of the form [ey, [)] during which parking reservations can be made.
Each customer c € C has a demand g expressed as the number of parcels to be delivered.
For each pair of vertices i,j € V, set A contains two arcs: (i,}); for driving and (7, ])w
for walking (traversed by either a driver or an ADR). The travel time for walking arcs is
calculated based on constant speeds v;,; and v,4, for drivers and ADRs, respectively. The
driving time T;;(t) varies according to the time of day and depends on departure time ¢
from node 7 [38]. Customer requests must be satisfied by a fleet of homogeneous vans,
each with a capacity Quan and equipped with m ADRs. ADRs have a capacity Q 4, and a
maximum travel distance L4, per full charge. Drivers, who can also perform deliveries
on foot, have a capacity Qg; per walking trip and a maximum daily walking distance Ly,;.
The cost structure includes daily fixed costs for vans, drivers, and ADRs, as well as variable
costs per kilometer for vans. Each customer must be visited once, vans must return to the
depot before the end of the day, and capacity and distance constraints must be satisfied.

The decision-making process is divided into two main components:

*  Parking Slot Selection (PSS), a semi-structured decision, which consists in locating k
out |P| parking slots (see [39] for a review on location models). This decision involves
human judgment to incorporate implicit preferences and contextual factors. LLMs
can assist in generating insights to inform the decision-making process and suggest
alternative locations for parking slots based on stakeholders’ preferences and feedback.

»  Vehicle Routing and Scheduling (VRS), a structured decision, which consists in mini-
mizing the sum of fixed and variable vehicle cost, for a given set of potential parking
slots [31]. This structured component is not influenced by decision maker preferences
and focuses solely on achieving the best operational efficiency.

The problem is inherently multicriteria, with objectives that include the following:
z1 « k, representing the occupation of public space; z,, the total cost; and z3, an environ-
mental objective aimed at minimizing CO; and other pollutant emissions.

The qualitative measures considered by decision makers in the PSS stage can help
ensure that the chosen locations for parking slots optimize the logistical aspects of last-mile
delivery while also accommodating the preferences of the stakeholders (the company’s man-
agement, delivery drivers, recipients, and local communities) affected by the company’s
operations. Preferences may include the following:
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(a) Ease of parking for delivery vehicles (e.g., avoid parking on sloping streets);

(b) Proximity to main roads and motorways (e.g., minimize the number of intersections
to be crossed);

(c) Traffic congestion considerations;

(d) Feedback from delivery drivers and personnel;

(e) Ease of unloading parcels and ADRs from vehicles;

(f) Condition of the parking area (e.g., paved or well-maintained);

(g) Safety of the location for drivers;

(h) Security of parked vehicles against theft or damage;

(i) Compatibility with different vehicle sizes and types;

()  Flexibility to adapt to changes in delivery routes;

(k) Significant opposition from residents due to the excessive concentration of parking
slots dedicated to last-mile deliveries.

It is worth remembering that these aspects are part of the tacit knowledge of the
decision makers, and cannot be easily formalized in performance measures and constraints.

Another relevant aspect is that the preferences of certain stakeholders, including
company managers, representatives of drivers” unions, and local communities, may be
conveyed directly to the decision support system in person. Others (such as the preferences
of individual drivers, citizens, and recipients) may be reflected in formal complaint reports,
social media posts, or local newspaper articles, and inputted in the system on behalf of
the authors.

4.2. Implementation

To demonstrate that LLMs can be successfully integrated with optimization in semi-
structured decision making, we developed a prototype implementation using ChatGTP-
40 [40], a version of OpenAl’s language model that was released in May 2024, along
with a heuristic for the park-and-multi-loop vehicle routing and scheduling problem with
autonomous delivery robots [31] and LangChain [41], a powerful framework that facilitates
seamless interaction between LLMs and other applications. The prototype architecture
comprises several layers, including the following;:

*  The User Interface Layer, which provides a user-friendly dashboard for interacting with
the system. Users can initiate optimization tasks, visualize the results of the analysis
performed by the LLM, and provide high-level directions in natural language.

*  Orchestration Middleware, based on the LangChain Python library, which acts as the
intermediary between the LLM and the Java application implementing the optimiza-
tion algorithm. It coordinates the data flow, ensuring that insights from the LLM are
appropriately applied to the optimization model.

¢ The LLM Integration Layer, which provides access to the LLM for processing natural
language prompts and generating responses through APL

e The Optimization Layer, which implements the VRS algorithm presented in [31]. It
exposes RESTful endpoints for initiating optimization tasks, receiving weights w, and
w3 from the LLM, and retrieving optimization results.

The interaction between stakeholders, the LLM, and the optimization algorithm is
illustrated in Figure 4.

In this case study, the role of the LLM was twofold: (1) to serve as a constructive
heuristic for the location selection component, embedding stakeholder preferences, and
(2) to adjust the parameters of a multi-objective metaheuristic [31] for optimizing vehicle
routing and scheduling.

In an initial phase, the LLM was given a prompt-before-prompt describing the decision
in terms of entities and relationships among them. We also outlined the PSS constructive
heuristic to be implemented, as well as the role of weights wy and ws; in the parameterized
heuristic [31], which are used to control the trade-off between objectives z; and z3.
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As a PSS constructive heuristic, we implemented a simple procedure. We asked
the LLM to divide the service territory in a 3 x 3 grid with given values of latitude and
longitude at the borders. For a given k, the LLM was required to select the parking slots
according to two criteria: assuring a balanced customer/parking slot ratio for each sub-
zone (parking slot density criterion), and maximizing the proximity of the selected parking
slots to customers (parking slot average distance from customer criterion).

After examining the solution to the VRS problem for a certain set of parking slots, the
decision makers can ask—on the basis of their preferences—to increase or reduce a certain
objective, the replacement of a specific parking slot with a valid alternative, etc. The LLM
reviews the requests and possibly modifies z; = k, identifies a new pool of parking slots,
and sets different weights for z; and z3. Then, the optimization module generates a new
solution to the VRS problem, and so on.

4.3. Experimentation

To test the DSS prototype, a real-world case scenario was built with 500 pharmacies
to be served daily in a metropolitan area in Rome (Italy), delimited by a latitude between
41.8538 and 41.8814, and a longitude between 12.4397 and 12.5070. A preliminary analysis
allowed 325 potential parking slots and one van depot to be identified (see Figure 5).

The value of the new approach can be measured with respect to several aspects,
including (a) accuracy, (b) consistency and stability, (c) time saved and reduction in the
cognitive effort of the decision makers, and (d) perception of flexibility experienced by end
users. We conducted a test in a simulated environment, in which we were able to evaluate
only (a) and (b), leaving an assessment of (c) and (d) to a future on-the-field study with real
end users.

To verify whether the LLM correctly captures the DMs’ qualitative preferences and
integrates them into the optimization algorithm effectively (criterion (a)), we generated
(based on the logistics experience of the authors) ten fictitious stakeholder requests for
eight of the most common categories of preferences listed in Section 4.1, which resulted
into eighty statements. Specifically, we formulated a range of requests commonly raised by
various stakeholders—such as drivers, citizens, and customers—when deploying decision
support systems in city logistics design projects. The preferences were expressed in Italian
and articulated with the utmost clarity and linguistic precision.
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Figure 5. Spatial distribution of customers and parking slots.

To assess the consistency and stability of the DSS (criterion (b)), an LLM (other than
the one used in the prototype) was used to randomly modify each request 5 times with
decreasing levels of clarity and coherence (the last incorporating dialectal elements). The
success rate was then evaluated subjectively by the authors of the study and is reported
in Table 1. The results show that, with perfectly articulated requests (degradation level
0) and slightly less clear ones (degradation level 1), accuracy is at its peak (98.8%). As
the degradation level increases, accuracy declines slightly but steadily. When informal
phrasing and regional vocabulary are introduced (degradation level 5), accuracy falls more
sharply to 91.3%. As a conclusion, the DSS performs very well under optimal and near-
optimal conditions but experiences noticeable difficulty as the quality of input degrades,
particularly at the highest degradation level.

Table 1. Accuracy across different degradation levels of requests.

Degradation Levels Accuracy (%)
0 (perfectly articulated requests) 98.8
1 98.8
2 97.5
3 96.3
4 95.0
5 (informal phrasing, regional vocabulary) 91.3

As a side note, in the phase of analyzing the solution of problems P*), the LLM
presented to the decision maker a report including graphical summaries like those reported
in Figure 6 (describing the spatial distribution of customers and parking slots) and Figure 7
(describing parking slot densities and parking slot average distances from customers).
Based on this information, the users decided whether to accept the current solution x*) or
request the inclusion of additional preferences into the optimization model.
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Figure 6. Parking slot densities and parking slot average distances from customers in zones 1,...,9
computed by the LLM and presented to the decision makers for evaluation.

Parking Slot Density Parking Slot Average Distance From Customers
O Zone Customers Parking Slots Customer/Parking Slot Ratio Parking Slot LAT LONG Zone Avg Distance to Customers
11 a3 32 13 1 so01 41.8782 12,5052 8 08916

2 2 6 3 20 2 502 418556 12.4486 0 06442

3 503 418631 12.4888 5 07182
3 3 7 61 12
4 504 418755 12.4878 7 05895
4 4 44 22 20
5 505 418701 12.4634 7 09788
5 5 58 39 15
6 506 41.8643 12.4476 5 05903
6 6 70 53 13
7 507 418769 12.4639 7 06057

707 43 26 17
8 508 419593 12.4805 8 07889

8 8 59 37 16 9 509 41.8587 12.4481 o 06198

9 9 52 24 22 10 510 41.8645 12.4991 5 07103

Figure 7. Graphical summary of parking slot densities and parking slot average distances from
customers computed by the LLM and presented to the decision makers for evaluation. In particular,
the table on the left reports, for each zone, the number of customers, the number of parking slots,
and the number of customers per parking slot. The table on the right reports, for each parking slot,
the latitude and longitude as well as the zone and the average distance from the customers of the
associated zone.

5. Discussion and Conclusions

In this paper, we presented a novel approach designed to assist organizations in semi-
structured decision-making processes. Our method aims to significantly reduce the cognitive
effort required to analyze solutions, evaluate alternatives, and make informed decisions.

A key advantage of our framework is its potential to serve as a foundation for a new
generation of decision support systems. Unlike conventional systems that rely on rigid
and restrictive interfaces, our approach enables users to express their preferences in a more
natural, intuitive, and flexible manner, enhancing usability and accessibility.

In previous contributions, LLMs have been used to assist decision makers by generat-
ing recommendations among a restricted number of alternatives, based, e.g., on the latest
research, clinical guidelines, and medical literature. On the contrary, our approach is well
suited for combinatorial or continuous decision problems where feasible solutions are either
infinite or exceedingly numerous and must also be evaluated using quantitative criteria.

We have demonstrated the effectiveness of our framework through a case study fo-
cused on designing a last-mile delivery system within a smart city setting. The results
demonstrate excellent performance when operating under optimal and near-optimal con-
ditions, maintaining a high degree of accuracy. However, as the quality of the input
deteriorates, the system’s performance begins to decline. This decline becomes particularly
pronounced at the highest level of degradation, where informal phrasing and the use of
regional vocabulary introduce significant challenges. These results highlight the system’s
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strong reliability in well-structured scenarios while also underscoring the importance of
improving its robustness to handle less standardized or noisier inputs effectively.

Looking ahead, we acknowledge several limitations of this study that warrant atten-
tion in future research efforts. First, we aim to implement and test our system in real-world
contexts to assess its practical effectiveness and adaptability. Additionally, we intend to
explore the applicability of our approach across various decision-making domains, such as
marketing and finance, to evaluate its versatility and broader impact.

Moreover, we plan to extend our framework to incorporate model-based optimization,
where the role of the LLM would expand to include dynamically modifying a baseline
optimization model. This could involve adjusting weights, adding or removing constraints,
and other modifications based on new preferences articulated in natural language by
decision makers.

A further open area of investigation includes determining whether fine-tuning the
LLM would enhance its capability for this advanced functionality.

Addressing these questions will provide valuable insights into optimizing the DSS for
diverse and complex decision-making scenarios.
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